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Abstract
This paper presents a cost-effective and scalable hybrid methodology for evaluating retrieval-augmented generation 
(RAG) systems using specialized pretrained models and advanced metrics, designed for critical domains like healthcare 
and finance. LLM judge-based evaluation approaches are hindered by significant score inconsistencies across identical 
input runs (up to 35% variations) and high computational costs while traditional NLP approaches, overly reliant on 
entity or phrase matching, lack a multi-faceted perspective and fail to capture deeper semantic understanding. Our 
methodology addresses these challenges with a novel approach that combines an ensemble of fine-tuned pretrained 
models and advanced NLP techniques, ensuring consistent, reproducible evaluations across multiple dimensions, while 
being tailored for offline scenarios to eliminate reliance on internet-connected systems or proprietary LLMs, offering a 
cost-effective solution with high accuracy in assessing semantic relevance, factual correctness, and context adherence. 
To enhance reliability, the approach employs a robust weighted scoring system using harmonic means combined 
with PCA, adaptive, and entropy-weighting techniques for trustworthy and consistent evaluation enabling seamless 
integration with existing systems, continuous metric adaptation and domain-specific customization, ideal for high-stakes 
applications that demand rigorous quality assessments without relying on external APIs.
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1. Introduction
In the rapidly evolving field of retrieval-augmented generation 
(RAG) systems, evaluating the generator component using online 
large language models (LLMs) presents significant challenges [1]. 
LLMs are prone to hallucinations, where they generate information 
that is factually incorrect or irrelevant, leading to unreliable 
evaluations. Additionally, these models can introduce scoring 
biases, affecting the accuracy and fairness of the assessment [2]. This 
reliance on online models results in non-reproducible outcomes, as 
the same inputs may yield different results depending on external 
factors such as updates or model changes [3]. Furthermore, online 
assessments are often cost-inefficient, requiring continuous API 
calls and computational resources for large-scale evaluations, 
making them impractical for many organizations [4].

Traditional NLP evaluation mechanisms, such as precision, recall, 
BLEU, METEOR, and ROUGE, rely heavily on surface-level 
entity or phrase matching to assess the quality of generated text 
[5]. While these metrics are widely used, they fail to capture deeper 

semantic understanding, which is crucial for tasks like contextual 
relevance, factual accuracy, and coherence [6]. Precision and recall, 
for instance, focus primarily on how well entities or keywords 
match between the predicted and reference text, but they do not 
account for the meaning or relationships between those entities 
[7]. This can lead to misleading evaluations, especially in cases 
where the generated content is semantically correct but does not 
match the reference text exactly [8].

Metrics like BLEU and ROUGE, which measure n-gram overlap, 
are also limited in their ability to assess the fluency and coherence 
of generated text, particularly in more complex or abstract tasks 
[9]. They might reward models for generating common phrases 
or sequences without evaluating the contextual appropriateness 
or factual accuracy of the content. METEOR attempts to improve 
upon these by considering synonyms and stemming, but it still 
struggles to evaluate deeper levels of semantic meaning and the 
overall quality of the response [10]. Consequently, these traditional 
methods do not provide a holistic view of a model's performance, 
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especially in real-world applications where nuance and accuracy 
are critical.

Referenced, advanced semantic metrics are crucial for a holistic 
evaluation of generated text in RAG systems. Query relevance 
ensures the response directly addresses the user’s intent, improving 
the alignment of generated content with the actual query [11]. 
Factual accuracy is important to verify that the information 
generated is correct, especially in high-stakes domains like 
healthcare and finance [12]. Context consistency ensures the 
generated content aligns with the broader discourse, preventing 
contradictions [13]. Semantic Coherence measures the logical 
flow of the output, ensuring readability and comprehensibility 
[14]. Semantic relevance captures the deeper meaning of text, 
moving beyond surface-level word matching, while hallucination 
detection identifies and mitigates the generation of inaccurate or 
fabricated information [15]. Together, these techniques provide 
a comprehensive assessment of both relevance and quality 
in generated text, offering a more nuanced view compared to 
traditional metrics.

Offline assessment solutions are critical in healthcare and finance 
due to security, compliance, and operational concerns [16]. They 
ensure data privacy by keeping sensitive information within 
controlled environments, addressing regulatory requirements like 
HIPAA and GDPR. Offline solutions also mitigate data sovereignty 
issues by processing data within local jurisdictions [17]. 
Additionally, they offer cost-efficiency and scalability, avoiding the 
high costs and limitations of online services. With better reliability 
and reproducibility, offline evaluations provide consistent, secure 
assessments, essential for high-stakes decisions in both sectors, 
such as patient care in healthcare and risk management in finance 
Rani [18].

Our approach employs established metrics such as relevance, 
coherence, contextual consistency, factual accuracy, and 
hallucination detection, but refines them with advanced techniques, 
thereby enhancing their precision and effectiveness for accurate 
target metric assessment [19]. For instance, our semantic similarity 
computation integrates multi-dimensional embedding analysis, 
cosine similarity, dot product similarity, and context-aware TF-
IDF weights [20]. By applying a weighted scoring method, this 
framework delivers a robust and precise measure of semantic 
relevance, surpassing the performance of traditional single-
metric techniques [21]. Additionally, each metric is computed 
by evaluating 2–3 sub-metrics, which are then aggregated into 
a single score. This aggregation process, inspired by ensemble 
machine learning techniques such as voting, ensures a holistic and 
accurate assessment aligned with the target intent [22].

2. Methods
2.1 Query Relevance
The query relevance assessment method integrates three distinct 
techniques to provide a comprehensive evaluation score by 
capturing semantic, factual, structural, and probabilistic aspects of 
the query-response relationship and is designed to be adaptable to 

various query types and response lengths:

•	 Semantic similarity analysis utilizes sentence embedding 
models to compute sentence-level semantic alignment, 
which captures detailed meaning and context correspondence 
between query and response.

•	 Knowledge graph analysis identifies concepts by extracting key 
entities from both query and response using NLP techniques, 
then relationship mapping is done by constructing graph 
representations depicting connections between identified 
entities, where graph comparison analyses similarities between 
query and response graphs based on: node overlap (shared 
entities), edge overlap (shared relationships), graph centrality, 
and additional contextual information in the response.

•	 Facts consistency analysis extracts and matches similarities 
between numerical, location, and temporal facts between 
query, context, and response.

2.2 Factual Accuracy
The factual accuracy assessment method combines four techniques 
to evaluate response correctness through entity and numerical 
extraction matched against the provided context:
•	 Query-response semantic alignment as described in 2.1
•	 Context-response semantic alignment using equivalent 

methodology as 2.1, applied to context-response pairs.
•	 Knowledge graph analysis following methodology in 2.1, 

applied to context-response entity relationships.
•	 Facts consistency analysis as detailed in 2.1

2.3 Context Consistency
The context consistency measures how well the response aligns 
with the context by integrating three distinct techniques to provide 
a comprehensive evaluation score:
•	 Coherence analysis employs natural language inference to 

assess context-response relationships through probabilistic 
computation of entailment, neutral, and contradiction states, 
which quantifies the logical consistency between the input 
context and generated response.

•	 Context-response semantic alignment using equivalent 
methodology as 2.1, applied to context-response pairs.	

•	 Knowledge graph analysis following methodology in 2.1, 
applied to context-response entity relationships.

2.4 Semantic Relevance
The semantic relevance measures overall coverage, contextual 
coherence, and contextual relevance by integrating four distinct 
techniques to provide a comprehensive evaluation score:
•	 Coverage score computes aspect embeddings and segment 

embeddings by identifying the main topic and aspects from 
the question and segments/tokens from the answer. Alignment 
cosine scores are computed using both embeddings and 
coverage by taking their mean difference from one.

•	 Coherence score computes taking the mean of cosine 
similarities of previous steps identified segment embeddings.

•	 Utilization score uses context embeddings to compute cosines 
mean against segment and contextual embeddings.
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•	 Relevance score computed by non-linear modeling sigmoid 
over contextual embeddings.

2.5 Semantic Coherence
The semantic coherence measures the overall coherence and 
relevance of the response to the given query and context by 
integrating four distinct techniques to provide a comprehensive 
evaluation score: NLI coherence and linguistic acceptability 
(CoLA): 
•	 Computes the coherence between a query-response sentences 

and context-response sentences pair using a Natural Language 
Inference (NLI) model, which tokenizes the inputs, passes 
them through the model, and calculates probabilities for 
entailment and neutral classifications. The final coherence 
score is derived from these probabilities, with entailment 
given full weight and neutral given half weight.

•	 CoLA method computes linguistic acceptability and coherence 
scores for query-response and context-response pairs using 
a pre-trained CoLA model to assess the grammaticality and 
coherence of the text. The method tokenizes each text, passes 
it through the model, and obtains probabilities of coherence. It 
then calculates a weighted average of these scores, with higher 
weights given to query-response and context-response pairs 
measuring how well-formed and contextually appropriate the 
response is.

2.6 Semantic Correctness
The semantic correctness measures the generated response 
alignment against the query in terms of relevance, factual accuracy, 
consistency, and response coherence using four techniques to 
provide a comprehensive score:
•	 Computes query relevance (ref pt 2.1), factual accuracy (ref pt 

2.2), and context consistency (ref pt 2.3)
•	 Computes the mean pairwise cosine similarity between 

consecutive segment embeddings, quantifying semantic 
coherence across sequential text segments.

•	 Computes a weighted score by integrating query relevance, 
factual accuracy, context consistency, and response coherence 
metrics.

2.7 Hallucination Score
The hallucination score assesses the likelihood of hallucinations 
in generated text, providing a quantitative measure of semantic 
consistency between the context and the response using two 
techniques to provide a comprehensive score:
•	 Natural Language Inference (NLI) uses a pre-trained NLI 

model to compute a contradiction score between the context 
and each sentence in the response. Then applies SoftMax 
to model outputs to obtain probabilities for contradiction, 
neutral, and entailment classes.

•	 Question generation and answering technique employs a 
question generation model to create questions from each 
sentence in the response, utilizing a question-answering model 
to generate answers based on the context, then compares the 
generated answer with the original sentence using semantic 
similarity.

2.8 Generator Competence
The generator competence module computes weighted scores 
using three strategies:
•	 PCA (Principal Component Analysis): Analyses variance
•	 Entropy weighting: Assesses information content
•	 Adaptive weighting: Evaluates relative variability among 

scores
The final score combines these weighted approaches with a 
harmonic mean, penalizing low-performing metrics. This robust 
mechanism reduces bias from any single metric, providing a 
comprehensive measure of overall system effectiveness in text 
generation tasks.
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 PCA (Principal Component Analysis): Analyses variance

 Entropy weighting: Assesses information content

 Adaptive weighting: Evaluates relative variability among scores

The final score combines these weighted approaches with a harmonic mean, penalizing low-

performing metrics. This robust mechanism reduces bias from any single metric, providing a

comprehensive measure of overall system effectiveness in text generation tasks.

Pseudocode explanation of the algorithm
Pseudocode explanation of the algorithm
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3. Architecture

Figure 1: diagram represents a system architecture for evaluating and generating responses

using various semantic metrics and language models (LLMs).

Layer by layer explanation of the architectural diagram:

 Metrics Aggregator Layer: Collects and combines metrics from various evaluation

modules.

 Semantic Metrics Layer: Measures various dimensions of the output generated by

the model. The key metrics are:

a) Query Relevance: How relevant the response is to the input query.

b) Factual Accuracy: Whether the information provided is factually correct.

c) Context Consistency: Checks if the response is consistent within the given context.

d) Semantic Relevance: Measures how closely the response aligns with the topic.

e) Semantic Coherence: Ensures that the generated text flows logically.

f) Semantic Correctness: Assesses whether the response is appropriate for the asked

query.

g) Hallucinations Score: Detects fabricated or incorrect information in the response.

h) Generator Competence: Evaluates how well the text-generation module functions

overall.

 Models Layer: Contains various models responsible for both understanding and

generating responses:

a) SpaCy: Likely used for named entity recognition (NER), part-of-speech tagging, and

other language processing tasks.

Figure 1: diagram represents a system architecture for evaluating and generating responses using various semantic metrics and language 
models (LLMs).

Layer by layer explanation of the architectural diagram:
•	 Metrics Aggregator Layer: Collects and combines metrics 

from various evaluation modules.
•	 Semantic Metrics Layer: Measures various dimensions of 

the output generated by the model. The key metrics are:
a) Query Relevance: How relevant the response is to the input 
query.
b) Factual Accuracy: Whether the information provided is factually 
correct.
c) Context Consistency: Checks if the response is consistent within 
the given context.
d) Semantic Relevance: Measures how closely the response aligns 
with the topic.
e) Semantic Coherence: Ensures that the generated text flows 
logically.
f) Semantic Correctness: Assesses whether the response is 
appropriate for the asked query.

g) Hallucinations Score: Detects fabricated or incorrect information 
in the response.
h) Generator Competence: Evaluates how well the text-generation 
module functions overall.
•	 Models Layer: Contains various models responsible for both 

understanding and generating responses:
a) SpaCy: Likely used for named entity recognition (NER), part-
of-speech tagging, and other language processing tasks.
b) Pretrained NLI (Natural Language Inference): Used to 
check the logical consistency and infer relationships between the 
query and the generated response.
c) Pretrained CoLA (Corpus of Linguistic Acceptability): Used 
to measure linguistic correctness and fluency in the response.
d) Pretrained QA (Question Answering): A pre-trained model 
for question-answering tasks.
e) Sentence Transformer: Converts input text into dense vector 
representations for similarity measurement.
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The main contributions of this paper are as follows:
•	 Cost-Effective, Scalable Offline Evaluation: Provides a 

scalable, offline solution tailored for high-stakes sectors 
like healthcare and finance, reducing external dependencies 
and ensuring compliance with data privacy regulations, 
safeguarding and mitigating risks associated with online 
processing.

•	 Enhanced Reliability and Reproducibility: Ensures stable, 
reproducible results free from the biases and hallucinations 
common in online LLM-based evaluations.

•	 Multi-Dimensional Assessment: Utilizes advanced semantic 
metrics to offer a comprehensive evaluation of generated text.

•	 Robust Scoring System: Leverages harmonic means, PCA, 
and entropy-weighting techniques to provide a trustworthy, 
and accurate scoring mechanism.

•	 Modular and Customizable: Allows for continuous 
adaptation and domain-specific customization, ensuring 
consistent quality assessments across various NLP tasks.

Conclusion  
The proposed hybrid evaluation methodology offers a scalable, 
cost-effective solution for assessing RAG systems, overcoming 
challenges such as score inconsistencies and computational 
inefficiencies. By combining fine-tuned pretrained models, 
advanced NLP techniques, and a robust weighted scoring system, 
it ensures accurate, consistent evaluations in critical domains 
like healthcare and finance. This approach not only supports 
offline functionality, eliminating reliance on external APIs, but 
also allows for seamless integration, continuous adaptation, and 
domain-specific customization, making it ideal for high-stakes 
applications that require rigorous quality assessments.
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