
J Data Analytic Eng Decision Making, 2024 Volume 1 | Issue 2 | 1

Journal of data Analytics and Engineering Decision Making
Control System for a Local Network of Renewable Energies: Solar-Wind-H2. 
Simulation and Evaluation of the Operational Process

Research Article

Carlos Armenta-Deu* and Alberto Parra 

*Corresponding Author
Carlos Armenta-Deu, Facultad de Físicas, Universidad Complutense, Spain.

Submitted: 2024, Sep 27; Accepted: 2024, Oct 18; Published: 2024, Oct 30

Citation: Armenta-Deu, C., Parra, A. (2024). Control System for a Local Network of Renewable Energies: Solar-Wind-H2. 
Simulation and Evaluation of the Operational Process. J Data Analytic Eng Decision Making, 1(2), 01-23.

Abstract
This work focuses on designing and implementing a local renewable energy network control system that integrates solar, wind, 
and hydrogen energy sources. A detailed simulation evaluates the system's operational performance, emphasizing efficient man-
agement and intelligent distribution of the energy generated by these sources. Additionally, the study searches for optimizing 
the generated energy distribution to maximize the system sustainability and reliability. The study considers fluctuating energy 
demand, conversion efficiency, and inherent losses in the generation and distribution process. The results obtained allow opti-
mizing the use of these renewable energies, maximizing the sustainability and reliability of the system. Additionally, conclusions 
show which type of technology is best suited for implementation in a local network, offering a viable alternative to conventional 
energy sources and contributing to a more efficient and sustainable global energy system.
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1. Introduction
In past decades, the planet has experimented with a global 
transformation process characterized by population and economic 
growth without precedents. This process has represented a 
drastic increase in the World's energy demand, representing a 
challenge to society's sustainability and environmental protection 
[1-4]. In human history, fossil fuels have played a significant 
role in supplying energy for people's activities in the industry, 
agriculture, and transportation sectors, protecting against adverse 
meteorological situations since ancient times [5-9].

Fossil fuels, also called “brown power sources”, have been the 
principal source of energy supply in the last two centuries, revealing 
as a reliable source to cover industrial, commercial, and residential 
human needs [10-11]. Despite their high specific weight in human 
development during the XIX and XX centuries, their undoubted 
contribution to GHG emissions and global warming makes them 
a risky business for the planet and environment sustainability 
[12-14]. Furthermore, fossil fuels are finite and cannot be easily 
replaced at the rhythm of humankind using them therefore, an 
energy transition to sustainable sources and more respect for the 
environment is a must [15-22].

Renewable energies appear as the alternative to fossil fuels; 
nevertheless, they suffer from low power density, variability, 
and intermittency, which generates rejection of their adoption as 
primary sources [23-26]. Hybridization emerges as a solution for 
solving the renewable energy source intermittency and variability, 
a common technique that offers advantages and drawbacks like lack 
of reliability, increasing investment costs, system management, 
and energy generation surplus [27-32].

In this work, we propose hybridizing solar photovoltaic, wind 
energy, and hydrogen resources, designing a control system for 
efficiently managing the power supply and grid integration. The 
paper’s goal is the optimization of the renewable energy resource 
use, considering key parameters like the fluctuating energy 
demand, the energy conversion efficiency, and transmission and 
distribution power losses [33-34].

The approach proposed in this study deals with mitigating 
environmental problems arising from carbon emissions from 
using conventional energy sources, such as fossil fuels, aiming to 
significantly increase the overall efficiency of the global energy 
system and promote its long-term sustainability. This strategy 
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looks to establish a new paradigm in the management and use 
of renewable energies, oriented towards an optimization that 
considers both current energies needs and the preservation of the 
environment and the well-being of future generations.

Despite this work focuses on consolidated renewable energies like 
solar, wind and hydrogen, because of their relevance in the global 
energy scenario, the frame and methodology proposed in this study 
extends to a high range of hybrid energy source configurations, 
both renewable and conventional. The work’s structure is adaptive 
to variable number of energy sources, showing an extreme flexible 
capacity of adjustment to any kind of energy systems, and to a more 

diversified energy mix model. The proposed technique allows a 
quick response to changes in the energy matrix, and promotes a 
more efficient use of the available energy resources, managing the 
future energy challenges in a flexible and integrating way.

2. Fundamentals
a) Solar thermal power plant
The solar system is a tower-type thermal power plant, which 
receives concentrated solar radiation into the tower spot from the 
heliostats distributed in the solar field. Incoming solar radiation is 
determined using the classical expression [35]:
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λ and κ are the Weibull distribution parameters [49], and x represents the wind speed 
interval in the Weibull distribution curve. 
 
Since the λ and κ parameters depend on the location, once we build the wind park, λ and 
κ are fixed; therefore, the wind speed occurrence probability for a specific value, on which 
the wind power depends. 
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gas or petrol processing [52-53], methanol [54-55] or water electrolysis [56-57]. This last 
process is the most respectful to the environment since the chemical reaction residue is 
water vapor [58] and is compatible with renewable energy sources [59]. 
 
The electrolysis/hydrolysis process responds to a double oxidation/reduction chemical 
reaction of the type [60-61]: 
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solar radiation. Nevertheless, wind resource can be estimated using modeling from the 
Weibull distribution [48], which predicts the wind speed according to a probability 
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λ and κ are the Weibull distribution parameters [49], and x represents the wind speed 
interval in the Weibull distribution curve. 
 
Since the λ and κ parameters depend on the location, once we build the wind park, λ and 
κ are fixed; therefore, the wind speed occurrence probability for a specific value, on which 
the wind power depends. 
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system to obtain electric energy. Hydrogen comes from hydrocarbon reforming [50-51], 
gas or petrol processing [52-53], methanol [54-55] or water electrolysis [56-57]. This last 
process is the most respectful to the environment since the chemical reaction residue is 
water vapor [58] and is compatible with renewable energy sources [59]. 
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and we may consider both parameters as constant within reasonable 
accuracy [46-47].

The wind resource is erratic and random; therefore, we cannot 
predict its behavior as in solar radiation. Nevertheless, wind 
resource can be estimated using modeling from the Weibull 
distribution, which predicts the wind speed according to a 
probability function of the type [48]:
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the wind speed interval in the Weibull distribution curve [49].

Since the λ and κ parameters depend on the location, once we 
build the wind park, λ and κ are fixed; therefore, the wind speed 
occurrence probability for a specific value, on which the wind 
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c) Energy Generation Form Hydrogen 
Hydrogen is an energy vector that requires a transformation process 

using a conversion system to obtain electric energy. Hydrogen 
comes from hydrocarbon reforming, gas or petrol processing, 
methanol or water electrolysis [50-57]. This last process is the 
most respectful to the environment since the chemical reaction 
residue is water vapor and is compatible with renewable energy 
sources [58,59].

The electrolysis/hydrolysis process responds to a double oxidation/
reduction chemical reaction of the type [60-61]:

 

2 2 2

2

2

2 ( ) 2 ( ) ( )

2 4 4

4

H O l H g O g

electrolysis H H e

O O e

+ −

= −

→ +
→ → +
 → −

 (11) 

 

2 2 2

2

2

2 ( ) ( ) 2 ( )

4 4 2

4

H g O g H O g

hydrolysis H e H

O e O

+ −

= −

+ →
→ + →
 − →

 (12) 

 
The electrolysis occurs in an electrolyzer where the electric current decomposes the water 
molecule in hydrogen and oxygen, as in equation 11. Hydrolysis develops in a fuel cell, 
combining molecular hydrogen and oxygen to produce water vapor (equation 12). The 
generated electrons at the electrolysis process represent the electric current used as a 
power supply for external applications. 
 
The electrolysis and hydrolysis process develops at moderately high efficiency, between 
60% and 80%, resulting in a combined efficiency in the 40% to 60% range [62]; therefore, 
we should express the fuel cell output power as: 
 

2HFC cellP n Hη
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ηcell is the fuel cell efficiency, 
2H

n
•

is the hydrogen molecular flow, and ΔH is the hydrogen 

combustion enthalpy, with a value for the hydrogen ΔH=285 kJ/mole). 
 
Since the electrolysis/hydrolysis process develops at low voltage and current, it is critical 
to group fuel cell in series and parallel to achieve the required output power; the number 
of cells in the series or parallel string depends on the output voltage and current. The fuel 
cell stack layout is, therefore (Figure 1): 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Fuel Cell Stack 

 
The fuel cell stack global output power is: 
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The electrolysis occurs in an electrolyzer where the electric 
current decomposes the water molecule in hydrogen and oxygen, 
as in equation 11. Hydrolysis develops in a fuel cell, combining 
molecular hydrogen and oxygen to produce water vapor (equation 
12). The generated electrons at the electrolysis process represent 
the electric current used as a power supply for external applications.

The electrolysis and hydrolysis process develop at moderately 
high efficiency, between 60% and 80%, resulting in a combined 
efficiency in the 40% to 60% range [62]; therefore, we should 
express the fuel cell output power as:
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Figure 1 Fuel Cell Stack 

 
The fuel cell stack global output power is: 
 

ηcell is the fuel cell efficiency, 
2Hn

•  is the hydrogen molecular flow, 
and ΔH is the hydrogen combustion enthalpy, with a value for the 
hydrogen ΔH=285 kJ/mole).

Since the electrolysis/hydrolysis process develops at low voltage 
and current, it is critical to group fuel cell in series and parallel to 
achieve the required output power; the number of cells in the series 
or parallel string depends on the output voltage and current. The 
fuel cell stack layout is, therefore (Figure 1):

Figure 1:  Fuel Cell Stack

The fuel cell stack global output power is:
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n and m are the lines and rows number in the fuel cell stack. 
 
PROJECT DESIGN 
 
The combined power generation from the three energy sources, solar thermal, wind, and 
hydrogen, depends on the availability of the renewable resource to produce the required 
power; indeed, solar thermal depends on solar radiation, which is variable and 
intermittent, wind resource is erratic and random, and hydrogen requires a renewable 
source if the electrolysis develops preserving the environment. If the global power 
generation is not enough to cover energy demand, two solutions arise: importing power 
from the grid or a storage system; the first solution is technically less complex but depends 
on grid connection, which is not always available; the second requires a more complicated 
design and additional elements like the storage unit and DC/DC and DC/AC converters 
to adapt output current from the renewable sources. Figure 2 shows the schematic 
representation of an external installation powered by a renewable energy mix with a grid 
connection. 
 
 

 
 

 

Figure 2 Scheme of an external installation powered by renewable energies with grid 

connection 

 

n and m are the lines and rows number in the fuel cell stack.

3. Project Design
The combined power generation from the three energy sources, 
solar thermal, wind, and hydrogen, depends on the availability 
of the renewable resource to produce the required power; indeed, 
solar thermal depends on solar radiation, which is variable and 
intermittent, wind resource is erratic and random, and hydrogen 
requires a renewable source if the electrolysis develops preserving 
the environment. If the global power generation is not enough to 

cover energy demand, two solutions arise: importing power from 
the grid or a storage system; the first solution is technically less 
complex but depends on grid connection, which is not always 
available; the second requires a more complicated design and 
additional elements like the storage unit and DC/DC and DC/AC 
converters to adapt output current from the renewable sources. 
Figure 2 shows the schematic representation of an external 
installation powered by a renewable energy mix with a grid 
connection.
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Figure 2: Scheme of an External Installation Powered by Renewable Energies with Grid Connection

Figure 3 shows the same installation scheme replacing the grid connection by a storage unit.
Figure 3 shows the same installation scheme replacing the grid connection by a storage 
unit. 
 

 
 

Figure 3 Scheme of an external installation powered by renewable energies with 

storage unit 

 
SYSTEM CONFIGURATION 
 

a) Solar Thermal Power Plant 

Solar Thermal Power Plant configuration responds to a classical design with a heliostat 
solar field that reflects the solar radiation to the receiver. A water heat exchanger converts 
the concentrated solar radiation into thermal energy, transforming liquid water into vapor 
that powers a turbine connected to an electric generator to produce electricity, which is 
carried to the external facility. 
 
If the solar plant requires operating beyond sunset, we need a thermal storage unit to 
accumulate the daily energy surplus so the system continues working for some time after 
dark. The storage unit is of the molten salt type and provides extra working time 
depending on size and accumulated energy. 
 
Since solar thermal power plant output does not match the external facility current type 
and voltage value, we insert an AC transformer to reduce voltage and convert triphasic to 
monophasic current to make it compatible with external installation appliances. Figure 4 
shows the schematic representation. 
 

Figure 3: Scheme of an External Installation Powered by Renewable Energies with Storage Unit
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4. System Configuration
a) Solar Thermal Power Plant
Solar Thermal Power Plant configuration responds to a classical 
design with a heliostat solar field that reflects the solar radiation 
to the receiver. A water heat exchanger converts the concentrated 
solar radiation into thermal energy, transforming liquid water into 
vapor that powers a turbine connected to an electric generator to 
produce electricity, which is carried to the external facility.

If the solar plant requires operating beyond sunset, we need a 

thermal storage unit to accumulate the daily energy surplus so the 
system continues working for some time after dark. The storage 
unit is of the molten salt type and provides extra working time 
depending on size and accumulated energy.

Since solar thermal power plant output does not match the external 
facility current type and voltage value, we insert an AC transformer 
to reduce voltage and convert triphasic to monophasic current to 
make it compatible with external installation appliances. Figure 4 
shows the schematic representation.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Voltage and current transformation from solar thermal power plant to facility 

 
b) Wind farm 

The wind farm comprises a group of wind turbines, Nordex N70, whose technical 
characteristics appear in Table 1. 
 

Table 1 Nordex N70 wind turbine characteristics [63] 
 

Characteristic Value 

Nominal power (kW) 1500 
Starting wind speed (m/s) 3.5 

Maximum power wind speed (m/s) 13.0 
Cut-off wind speed (m/s) 25.0 

Wind zone (DIBt) III 
Wind class (IEC) IIa 

Rotor-blade diameter (m) 70.0 
Rotor surface (m2) 3848.5 

Blade number 3 
Tip blade speed (m/s) 70 

Output voltage (V) 690 
Grid connection IGBT 

Grid frequency (Hz) 50/60 
Hub height (m) 65-114.5 

 
We selected a hub height of 98 m, compatible with the following sites (Table 2): 
 
 
 
 
 
 
 
 
 
 

Figure 4: Voltage and Current Transformation from Solar Thermal Power Plant to Facility

b) Wind Farm
The wind farm comprises a group of wind turbines, Nordex N70, whose technical characteristics appear in Table 1.

Table 1: Nordex N70 Wind Turbine Characteristics [63]

Characteristic Value
Nominal power (kW) 1500
Starting wind speed (m/s) 3.5
Maximum power wind speed (m/s) 13.0
Cut-off wind speed (m/s) 25.0
Wind zone (DIBt) III
Wind class (IEC) IIa
Rotor-blade diameter (m) 70.0
Rotor surface (m2) 3848.5
Blade number 3
Tip blade speed (m/s) 70
Output voltage (V) 690
Grid connection IGBT
Grid frequency (Hz) 50/60
Hub height (m) 65-114.5
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We selected a hub height of 98 m, compatible with the following sites (Table 2)

Table 2: Weibull Parameters for the Selected Wind Farm Locations [64]

Site Season k c h (m)
King’s Park Autumn 1.73 3.72 49.6

Winter 1.63 2.76
Spring 1.78 3.80
Summer 1.60 3.50

Central Plaza Autumn 1.64 6.31 368
Winter 2.14 5.07
Spring 1.70 6.00
Summer 1.50 5.50

Wagla Island Autumn 2.02 8.92 82.7
Winter 2.03 8.29
Spring 2.05 9.00
Summer 1.90 8.00

Mountain System Autumn 2.10 9.50 40
Winter 2.20 10.0
Spring 2.15 9.75
Summer 2.00 9.20

Open Field Autumn 1.50 4.00 45
Winter 1.40 3.50
Spring 1.55 4.10
Summer 1.45 3.80

Based on the literature reference, we selected variable height and 
terrain type for the wind farm location [64]. Data for autumn and 
winter for King’s Park, Central Plaza, and Wagla Island correspond 
to the literature, while spring and summer values are derived from 
the calculation. We include two additional cases representing 
mountain and open field terrain so that we can diversify the wind 
farm selectable options.

The mountainous terrain is characterized by a higher k-value due 
to turbulences and erratic winds and a higher c-value because of 

higher wind speed at higher altitudes. We expect a lower k and 
c-value due to a more uniform wind flow in open-field terrain. 
Spring values tend to match autumn ones but are slightly higher 
because of the typical atmospheric variability in this season. In 
summer, the wind speed is more stable and tends to slow down, 
especially in areas far from the seaside or mountainous zones.

We calculate the wind speed at different heights using the classical 
expression [65]:

Table 2 Weibull parameters for the selected wind farm locations [64] 
 

Site Season k c h (m) 

King’s Park 

Autumn 1.73 3.72 

49.6 
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Open Field 

Autumn 1.50 4.00 

45 
Winter 1.40 3.50 
Spring 1.55 4.10 
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Based on the literature reference [64], we selected variable height and terrain type for the 
wind farm location. Data for autumn and winter for King’s Park, Central Plaza, and Wagla 
Island correspond to the literature, while spring and summer values are derived from the 
calculation. We include two additional cases representing mountain and open field terrain 
so that we can diversify the wind farm selectable options. 
 
The mountainous terrain is characterized by a higher k-value due to turbulences and 
erratic winds and a higher c-value because of higher wind speed at higher altitudes. We 
expect a lower k and c-value due to a more uniform wind flow in open-field terrain. Spring 
values tend to match autumn ones but are slightly higher because of the typical 
atmospheric variability in this season. In summer, the wind speed is more stable and tends 
to slow down, especially in areas far from the seaside or mountainous zones. 
 
We calculate the wind speed at different heights using the classical expression [65]: 
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With α=0.1748 
 
The α-value corresponds to a moderate terrain rugosity and derives from statistical 
analysis of the selected wind farm location. 
 
 

With α = 0.1748

The α-value corresponds to a moderate terrain rugosity and derives 
from statistical analysis of the selected wind farm location.

c) Fuel Cell System
The fuel cell system uses an electrolysis process to produce 
hydrogen in an electrolyze, storing the gas in a reservoir tank to 
feed the fuel cell. The electrolyze number and capacity determine 
the hydrogen production. Since the electrolyze operates at ambient 

pressure, we use a gas compressor to elevate the hydrogen pressure 
to the reservoir tank value.

Because the volumetric energy density of hydrogen is low, the 
tank pressure must be high, currently 350-700 bar; therefore, to 
avoid energy losses during gas compression, we use a three-stage 
compressor, reducing the pressure increase ratio at each stage and 
minimizing energy losses.

The fuel cell system uses PEM cells to facilitate a quick response 
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in electricity demand from the external facility. 

5. Simulation
A grid-connected facility may be considered a local autonomous 
installation where only the nearby energy generation and 
consumption matters. Previous studies prove the validity of the 
statement [66-67]. This configuration provides a frame to evaluate 
the energy balance in microgrids, allowing the optimization of the 
size and efficiency of a microgrid as a local system connected to 
the grid.

On the other hand, other studies emphasize that a non-connected 
microgrid may be used for energy balance optimization [68-
69]. Using tools like HOMER, we can evaluate configurations 
based on local resource availability and consumption patterns 
[70]. Nevertheless, a significant limitation derives from the 
inherent dependence on the grid for stability and backup power 
supply. We omit dynamic interactions like frequency regulation, 
voltage support, and emergency power supply, which are critical 
for the electric network stability when analyzing the microgrid 
independently from the grid [71]. Therefore, we should establish 
the hypothesis and validate the procedure confronting the results 
with current world scenarios.

We apply the simulation to remote areas with no feasible or 
extremely costly grid connection, where the power supply 
depends on local energy resources and storage units, and to grid-
integrated local zones where the principal power supply comes 
from renewable energy sources with the grid as a backup power 
system. Since the simulation considers the curtailment effect, we 
include storage energy units (BESS) or hybrid power generation 
systems in the study.

a) Energy Demand Curve Generation
We generate the energy demand curve based on human patterns. 
We divide the curve into segments corresponding to the different 
activity periods in a day. Figure 5 shows the energy demand curve 
for a standard facility.

The daily energy demand curve shows the typical power peaks 
in the early morning and late afternoon, matching human activity 
increase. Since the standard curve reflects an average behavior, 
deviations from values shown in Figure 5 do not alter the simulation 
procedure.

average behavior, deviations from values shown in Figure 5 do not alter the simulation 
procedure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 5 Daily hourly energy demand curve for standard facility 

 
b) Control system 

The control system pursues the optimization of the energy distribution generated by 
multiple power sources. The protocol is relevant in scenarios where power generation 
exceeds energy demand, a more frequent situation due to the progressive implementation 
of autonomous renewable systems. The control system protocol aims at reducing energy 
losses and maximizing power management. 
 
The protocol strategy is based on a dynamic evaluation of every power source's operating 
efficiency, determined by the energy losses to power generation ratio. Energy losses focus 
on the conversion process due to the voltage adjustment requirement and grid 
transportation, two critical factors in the efficiency determination. Therefore, the power 
source selection is based on power generation, energy efficiency, and availability. To this 
goal, the protocol continuously evaluates the energy losses, comparing values between 
the various power sources and classifying them according to power efficiency. This 
flexible process guarantees the selection of the most efficient power source at every 
moment, maximizing the energy supply and minimizing power losses. 
 
When the energy balance is positive, the control system evaluates the efficiency of energy 
supply from every power source, considering the output power and energy losses due to 
conversion and transportation. The control system receives information from the energy 
resource, solar radiation, wind speed, and hydrogen flow, calculating the available power 
generation from these resources using the corresponding equations described before. 
After determining the available power, the control system measures the input power from 
every source, solar, wind, and hydrogen, evaluating the efficiency by simply dividing 
input and available power, according to the expression: 
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Figure 5: Daily Hourly Energy Demand Curve for Standard Facility

b) Control System
The control system pursues the optimization of the energy 
distribution generated by multiple power sources. The protocol 
is relevant in scenarios where power generation exceeds energy 
demand, a more frequent situation due to the progressive 
implementation of autonomous renewable systems. The control 
system protocol aims at reducing energy losses and maximizing 
power management.

The protocol strategy is based on a dynamic evaluation of every 
power source's operating efficiency, determined by the energy 
losses to power generation ratio. Energy losses focus on the 

conversion process due to the voltage adjustment requirement 
and grid transportation, two critical factors in the efficiency 
determination. Therefore, the power source selection is based on 
power generation, energy efficiency, and availability. To this goal, 
the protocol continuously evaluates the energy losses, comparing 
values between the various power sources and classifying them 
according to power efficiency. This flexible process guarantees 
the selection of the most efficient power source at every moment, 
maximizing the energy supply and minimizing power losses.

When the energy balance is positive, the control system evaluates 
the efficiency of energy supply from every power source, 
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considering the output power and energy losses due to conversion 
and transportation. The control system receives information from 
the energy resource, solar radiation, wind speed, and hydrogen 
flow, calculating the available power generation from these 
resources using the corresponding equations described before. 

After determining the available power, the control system measures 
the input power from every source, solar, wind, and hydrogen, 
evaluating the efficiency by simply dividing input and available 
power, according to the expression:

in

t i
i out

t i

P

P
η =  (16) 

 
Pt is the power, with sub-index i accounting for the power source and super-indexes in 

and out for input and output. 
 
Once all the power source’s efficiency is determined, the control system compares the 
energy demand and the power generation from the most efficient power source. The 
control system blocks the power input from the other sources and limits the input power 
according to energy demand; if the balance is positive, the power generation is higher 
than the energy demand; if the balance is negative, the control system connects to the 
second most efficiency power source and recalculates the energy balance, reducing the 
input power from the lowest efficiency power source, if necessary. The process repeats 
until all power sources are connected. 
 
Simulation results 

 

The simulation runs on the following specific conditions:  
• 60 MW solar thermal power plant, located 2 km away from the external facility 
• 60 MW wind farm, with 40 wind turbines of 1.5 MW each, located 10 km away 

from the external facility 
• 10 MW Fuel Cell system 
• 50000 houses external facility 

 
Figure 6 shows the daily hourly energy supply from every power source. We notice that 
the fuel cell supplies constant power throughout the day because it does not depend on 
meteorological conditions like solar and wind power. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6 Daily hourly energy supply curve from power sources 

 

Solar power follows the conventional trend in a clear sky day with a maximum at midday 
and null contribution before sunrise and after sunset. Wind energy evolution follows a 
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Pt is the power, with sub-index i accounting for the power source 
and super-indexes in and out for input and output.

Once all the power source’s efficiency is determined, the control 
system compares the energy demand and the power generation 
from the most efficient power source. The control system blocks 
the power input from the other sources and limits the input power 
according to energy demand; if the balance is positive, the power 
generation is higher than the energy demand; if the balance is 
negative, the control system connects to the second most efficiency 
power source and recalculates the energy balance, reducing the 
input power from the lowest efficiency power source, if necessary. 
The process repeats until all power sources are connected.

6. Simulation Results
The simulation runs on the following specific conditions: 
• 60 MW solar thermal power plant, located 2 km away from the 
external facility
• 60 MW wind farm, with 40 wind turbines of 1.5 MW each, 
located 10 km away from the external facility
• 10 MW Fuel Cell system
• 50000 houses external facility

Figure 6 shows the daily hourly energy supply from every power 
source. We notice that the fuel cell supplies constant power 
throughout the day because it does not depend on meteorological 
conditions like solar and wind power.
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meteorological conditions like solar and wind power. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6 Daily hourly energy supply curve from power sources 

 

Solar power follows the conventional trend in a clear sky day with a maximum at midday 
and null contribution before sunrise and after sunset. Wind energy evolution follows a 
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Figure 6: Daily Hourly Energy Supply Curve from Power Sources

Solar power follows the conventional trend in a clear sky day 
with a maximum at midday and null contribution before sunrise 
and after sunset. Wind energy evolution follows a pattern defined 
by a statistical approach and is not representative of all possible 
conditions since the wind resource is random.

If we add the three power source contributions, we may compare 
the global power generation with the energy demand (Figure 7).
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pattern defined by a statistical approach and is not representative of all possible conditions 
since the wind resource is random. 
 
If we add the three power source contributions, we may compare the global power 
generation with the energy demand (Figure 7). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 Daily hourly energy demand vs global power generation 

 

The control system intervenes when the energy balance is positive (power generation 
higher than energy demand), which occurs from 0 to 6 h and 12 to 15 h. In periods when 
the energy balance is null, the control system gives free access to all power sources since 
the combined energy supply from the three power sources equals the energy demand. In 
negative energy balance periods, the control system allows continuous energy supply 
from the power sources but opens the grid connection to compensate for the energy 
deficit. 
 
From midnight to early afternoon, 0 to 15 h, the global power generation covers the 
energy demand except in the period from 9 to 11 am, where an energy demand peak 
occurs. From 3 pm, the energy demand exceeds the global power generation, requiring 
grid energy supply to cover the deficit. We may solve the problem by enlarging the power 
source size, either solar, wind, fuel cell, or a combination of two or three; however, this 
solution increases the required land, the global investment, and the maintenance costs. 
Therefore, we accept a conservative configuration prioritizing economic reliability and 
energy efficiency. 
 
Enlarging the fuel cell system to cover the maximum energy unbalance at 20 h is not a 
good solution. It requires excessive oversizing due to the low fuel cell power contribution 
and the high energy unbalance. Using data from Figures 6 and 7, we obtain the following 
required fuel cell system enlargement: 
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Figure 7: Daily Hourly Energy Demand vs Global Power Generation

The control system intervenes when the energy balance is positive 
(power generation higher than energy demand), which occurs from 
0 to 6 h and 12 to 15 h. In periods when the energy balance is null, 
the control system gives free access to all power sources since the 
combined energy supply from the three power sources equals the 
energy demand. In negative energy balance periods, the control 
system allows continuous energy supply from the power sources 
but opens the grid connection to compensate for the energy deficit.

From midnight to early afternoon, 0 to 15 h, the global power 
generation covers the energy demand except in the period from 
9 to 11 am, where an energy demand peak occurs. From 3 pm, 
the energy demand exceeds the global power generation, requiring 

grid energy supply to cover the deficit. We may solve the problem 
by enlarging the power source size, either solar, wind, fuel cell, or 
a combination of two or three; however, this solution increases the 
required land, the global investment, and the maintenance costs. 
Therefore, we accept a conservative configuration prioritizing 
economic reliability and energy efficiency.

Enlarging the fuel cell system to cover the maximum energy 
unbalance at 20 h is not a good solution. It requires excessive 
oversizing due to the low fuel cell power contribution and the high 
energy unbalance. Using data from Figures 6 and 7, we obtain the 
following required fuel cell system enlargement:
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 Fs,FC represents the enlargement size factor, ξd is the energy deficit, and ξFC is the fuel 
cell energy supply. 
 
Analyzing the result from equation 16, we realize that enlarging the fuel cell system by a 
factor of 17.5 is nonsense. 
 
A similar situation occurs if we try to compensate for the energy unbalance at 8 am by 
enlarging the fuel cell system; in this case, the enlargement size factor is: 
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Which results in a too-high value. Therefore, the fuel cell system should remain at its 
present size, covering the energy deficit when solar and wind power are null or too low. 
 
Because the solar power plant supplies more energy in central day hours when the energy 
balance is positive, it is useless to enlarge it. The only remaining option is installing 
additional wind turbines to cover the energy deficit when necessary, connecting and 
disconnecting a variable number of turbines depending on the energy unbalance. In such 
a case, the additional wind turbine number should be: 
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This number is also nonsense. Therefore, the power system should remain unchanged 
because of the high energy deficit at 7 pm.  
 
Analyzing the evolution of global power generation and energy demand in Figure 7, we 
realize that in periods with an energy surplus, 0 to 6 am and 10 am to 2 pm, the control 
system should manage the power generation to make the energy balance null, connecting 
or disconnecting a power source or limiting the energy supply from the power source. 
 
CONTROL SYSTEM 

 

a) First case: Influence of power distance to external facility 

We tested various configurations to verify the power supply management reliability by 
the control system. To this goal, we evaluate the influence of distance from the power 
supply to the external facility, which modifies the energy losses during transportation and 
the input power. 
 
Figure 8 shows the results for the first group of tests, considering an equal distance from 
any power source to the external facility equal to 500 km. The results show low or 
negligible influence, which proves that the control system model is efficient and accurate 
for transportation energy losses, minimizing the energy losses for long transmission 
distances. 
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This number is also nonsense. Therefore, the power system should remain unchanged 
because of the high energy deficit at 7 pm.  
 
Analyzing the evolution of global power generation and energy demand in Figure 7, we 
realize that in periods with an energy surplus, 0 to 6 am and 10 am to 2 pm, the control 
system should manage the power generation to make the energy balance null, connecting 
or disconnecting a power source or limiting the energy supply from the power source. 
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We tested various configurations to verify the power supply management reliability by 
the control system. To this goal, we evaluate the influence of distance from the power 
supply to the external facility, which modifies the energy losses during transportation and 
the input power. 
 
Figure 8 shows the results for the first group of tests, considering an equal distance from 
any power source to the external facility equal to 500 km. The results show low or 
negligible influence, which proves that the control system model is efficient and accurate 
for transportation energy losses, minimizing the energy losses for long transmission 
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Fs,FC represents the enlargement size factor, ξd is the energy deficit, 
and ξFC is the fuel cell energy supply.

Analyzing the result from equation 16, we realize that enlarging 
the fuel cell system by a factor of 17.5 is nonsense.

A similar situation occurs if we try to compensate for the energy 
unbalance at 8 am by enlarging the fuel cell system; in this case, 
the enlargement size factor is:

Which results in a too-high value. Therefore, the fuel cell system 
should remain at its present size, covering the energy deficit when 
solar and wind power are null or too low.

Because the solar power plant supplies more energy in central 

day hours when the energy balance is positive, it is useless to 
enlarge it. The only remaining option is installing additional wind 
turbines to cover the energy deficit when necessary, connecting 
and disconnecting a variable number of turbines depending on 
the energy unbalance. In such a case, the additional wind turbine 
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number should be:
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This number is also nonsense. Therefore, the power system should remain unchanged 
because of the high energy deficit at 7 pm.  
 
Analyzing the evolution of global power generation and energy demand in Figure 7, we 
realize that in periods with an energy surplus, 0 to 6 am and 10 am to 2 pm, the control 
system should manage the power generation to make the energy balance null, connecting 
or disconnecting a power source or limiting the energy supply from the power source. 
 
CONTROL SYSTEM 

 

a) First case: Influence of power distance to external facility 
We tested various configurations to verify the power supply management reliability by 
the control system. To this goal, we evaluate the influence of distance from the power 
supply to the external facility, which modifies the energy losses during transportation and 
the input power. 
 
Figure 8 shows the results for the first group of tests, considering an equal distance from 
any power source to the external facility equal to 500 km. The results show low or 
negligible influence, which proves that the control system model is efficient and accurate 
for transportation energy losses, minimizing the energy losses for long transmission 
distances. 

This number is also nonsense. Therefore, the power system should 
remain unchanged because of the high energy deficit at 7 pm. 

Analyzing the evolution of global power generation and energy 
demand in Figure 7, we realize that in periods with an energy 
surplus, 0 to 6 am and 10 am to 2 pm, the control system should 
manage the power generation to make the energy balance null, 
connecting or disconnecting a power source or limiting the energy 
supply from the power source.

7. Control System
a) First case: Influence of Power Distance to External Facility
We tested various configurations to verify the power supply 
management reliability by the control system. To this goal, 
we evaluate the influence of distance from the power supply to 
the external facility, which modifies the energy losses during 
transportation and the input power.

Figure 8 shows the results for the first group of tests, considering an 
equal distance from any power source to the external facility equal 
to 500 km. The results show low or negligible influence, which 
proves that the control system model is efficient and accurate for 
transportation energy losses, minimizing the energy losses for long 
transmission distances.

 

 
Figure 8 Influence of distance on the energy supply for the tested power sources 

(simulation results) 

 

b) Second case: Power source moving away 
The second type of test deals with the energy supply management from the power source 
or the grid. The goal is to evaluate whether or not it is suitable to import the energy from 
the grid instead of from the power source when the power plant moves away from its 
original site. 
 
In this second group of tests, we move the solar power plant 50 km from its original 
location, maintaining the wind farm and fuel cell system in its original site. The 
simulation compares the energy supply using the grid or the power source. Figure 9shows 
the simulation results for the solar power plant's energy supply. 
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Figure 8: Influence of Distance on the Energy Supply for the Tested Power Sources (Simulation Results)
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b) Second Case: Power Source Moving Away
The second type of test deals with the energy supply management 
from the power source or the grid. The goal is to evaluate whether 
or not it is suitable to import the energy from the grid instead of 
from the power source when the power plant moves away from its 
original site.

In this second group of tests, we move the solar power plant 50 
km from its original location, maintaining the wind farm and fuel 
cell system in its original site. The simulation compares the energy 

supply using the grid or the power source. Figure 9 shows the 
simulation results for the solar power plant's energy supply.

When we move the solar power plant, the energy supply diminishes 
because of the higher distance; therefore, to compensate for the 
energy supply drop, we should use either the grid or any of the 
other two power sources, wind or hydrogen. Figure 10 shows the 
comparative results using power supply from the wind farm or the 
fuel cell system (distribution line) or importing energy from the 
grid (transmission line).

When we move the solar power plant, the energy supply diminishes because of the higher 
distance; therefore, to compensate for the energy supply drop, we should use either the 
grid or any of the other two power sources, wind or hydrogen. Figure 10 shows the 
comparative results using power supply from the wind farm or the fuel cell system 
(distribution line) or importing energy from the grid (transmission line). 
 
 

 
Figure 9 Effects of moving away solar power plant on the energy supply 

 
 
We realize that using the transmission line saves energy compared to the distribution line; 
the effect is more relevant for the fuel cell system, which operates at constant power 
supply. In the wind farm case, the difference is negligible except at 10 am, which matches 
the first daily energy unbalance peak. 
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When we move the solar power plant, the energy supply diminishes because of the higher 
distance; therefore, to compensate for the energy supply drop, we should use either the 
grid or any of the other two power sources, wind or hydrogen. Figure 10 shows the 
comparative results using power supply from the wind farm or the fuel cell system 
(distribution line) or importing energy from the grid (transmission line). 
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Figure 9: Effects of Moving Away Solar Power Plant on the Energy Supply
We realize that using the transmission line saves energy compared 
to the distribution line; the effect is more relevant for the fuel cell 
system, which operates at constant power supply. In the wind farm 

case, the difference is negligible except at 10 am, which matches 
the first daily energy unbalance peak.

Figure 10: Effects of Collecting Energy Through Transmission or Distribution Line on the Energy Supply
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This result is coherent with current practice since the distribution 
lines are designed for a short-distance power supply. The 
transmission lines operate better at high distances because of the 
higher transportation voltage.

Analyzing results from this second group of tests, we observe that 
the distribution lines operate with lower efficiency if any power 
source moves away from its original site. In the case of an energy 

supply drop in the solar power plant caused by a longer distance to 
the external facility, the control system commutes to the wind farm 
power supply since it operates at equal efficiency to the grid power 
supply. The fuel cell works at a lower efficiency than the grid.

Repeating the process for the wind farm, moving away from 10 to 
50 km, we obtain the following results (Figure 11):

Figure 10 Effects of collecting energy through transmission or distribution line on the 

energy supply 

This result is coherent with current practice since the distribution lines are designed for a 
short-distance power supply. The transmission lines operate better at high distances 
because of the higher transportation voltage. 
 
Analyzing results from this second group of tests, we observe that the distribution lines 
operate with lower efficiency if any power source moves away from its original site. In 
the case of an energy supply drop in the solar power plant caused by a longer distance to 
the external facility, the control system commutes to the wind farm power supply since it 
operates at equal efficiency to the grid power supply. The fuel cell works at a lower 
efficiency than the grid. 
 
Repeating the process for the wind farm, moving away from 10 to 50 km, we obtain the 
following results (Figure 11): 

 
Figure 11 Effects of moving away wind farm on the energy supply 
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Figure 11: Effects of Moving Away Wind Farm on the Energy Supply

We observe that transmission supplies a little more energy than 
distribution for the wind farm due to the longer distance when we 
move the power source to 50 km away. Solar plant power supply 
remains unaltered. The efficiency of using the fuel cell system is 
lower than taking energy from the grid; therefore, in this case, the 

control system commutes to the solar power plant for extra energy 
when needed, leaving the fuel cell as a reservoir power source.

Now, moving the fuel cell system from 20 to 50 km, we have 
(Figure 12):
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We observe that transmission supplies a little more energy than distribution for the wind 
farm due to the longer distance when we move the power source to 50 km away. Solar 
plant power supply remains unaltered. The efficiency of using the fuel cell system is lower 
than taking energy from the grid; therefore, in this case, the control system commutes to 
the solar power plant for extra energy when needed, leaving the fuel cell as a reservoir 
power source. 
 
Now, moving the fuel cell system from 20 to 50 km, we have (Figure 12): 
 

 
Figure 12 Effects of moving away fuel cell system on the energy supply 

 
We notice that solar and wind power source supplies remain unaltered. In the present 
case, the control system reduces the hydrogen flow, lowering the fuel cell power supply 
to compensate for the increase in wind farm power supply. This situation proves the 
control system's reliability and the validity of the proposed protocol. 
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Figure 12: Effects of Moving Away Fuel Cell System on the Energy Supply

We notice that solar and wind power source supplies remain 
unaltered. In the present case, the control system reduces the 
hydrogen flow, lowering the fuel cell power supply to compensate 
for the increase in wind farm power supply. This situation proves 
the control system's reliability and the validity of the proposed 
protocol.

c) Third Case: Energy Demand Reduction
The third simulation tests group consists of reducing the energy 
demand to evaluate the influence on the power system performance 
and how the control system reacts to this event.

Figure 13 shows the simulation results for an energy reduction to 
half the original value.
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Figure 13 Effects of energy demand reduction on the energy supply 

 
Reducing demand by half produces interesting cases of reduction in all technologies. We 
see that solar does not supply all it can when the sun is closer to the perpendicular since 
there is no demand. In the same way, wind power is the last one selected by the controller, 
and we see that it has high levels of reduction, making this source highly inefficient. The 
same occurs with hydrogen. In this scenario, it is clear that we need to implement BESS 
systems so there is no excess energy-wasting, supplying power in the hours when 
generation is not meeting demand, from 5 p.m. until the end of the day. 
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Figure 13: Effects of Energy Demand Reduction on the Energy Supply

Reducing demand by half produces interesting cases of reduction 
in all technologies. We see that solar does not supply all it can 
when the sun is closer to the perpendicular since there is no 
demand. In the same way, wind power is the last one selected by the 
controller, and we see that it has high levels of reduction, making 
this source highly inefficient. The same occurs with hydrogen. In 
this scenario, it is clear that we need to implement BESS systems 
so there is no excess energy-wasting, supplying power in the hours 

when generation is not meeting demand, from 5 p.m. until the end 
of the day.

d) Fourth Case: Variation of Power Generation
In the fourth group of tests, we modify the power generation, either 
increasing or decreasing it. We consider the following situations:
• Solar power plant generation cut down by half
In this situation the results are (Figure 14): 
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In the fourth group of tests, we modify the power generation, either increasing or 
decreasing it. We consider the following situations: 

• Solar power plant generation cut down by half 
In this situation the results are (Figure 14):  

 
Figure 14 Effects of halving solar plant output power on the energy supply 

 
As the nominal power of the solar park decreases, since it is the source that the controller 
selects first, the rest of the sources that did not give their maximum are forced to give 
their maximum, like the wind power, which has to try to make up for what solar power 
was giving; therefore, we can inject more. There is less reduction for this source. In this 
scenario, any technology type is applicable. 
 

• Wind power increased ten times 
Applying this condition, the simulation produces the following results (Figure 15): 
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Figure 14: Effects of Halving Solar Plant Output Power on the Energy Supply

As the nominal power of the solar park decreases, since it is the 
source that the controller selects first, the rest of the sources that 
did not give their maximum are forced to give their maximum, like 
the wind power, which has to try to make up for what solar power 
was giving; therefore, we can inject more. There is less reduction 
for this source. In this scenario, any technology type is applicable.

• Wind power increased ten times
Applying this condition, the simulation produces the following 
results (Figure 15):

If we increase the nominal power of the wind farm, this power 
source is the last to come into play, providing more energy when 
there is more demand than what solar and hydrogen can provide. 
As we said before, installing wind farms in the area is a good 
option since there is a low energy reduction. This configuration 
shows that we can simulate the park that we want to install in an 
area and see if it will have a reduction or not.
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If we increase the nominal power of the wind farm, this power source is the last to come 
into play, providing more energy when there is more demand than what solar and 
hydrogen can provide. As we said before, installing wind farms in the area is a good 
option since there is a low energy reduction. This configuration shows that we can 
simulate the park that we want to install in an area and see if it will have a reduction or 
not. 
 

 
Figure 15 Effects of increasing ten times wind output power on the energy supply 

 
• Fuel cell power increased ten times 

This new configuration produces the following results (Figure 16) 
 
If we increase the fuel cell output power ten times, wind power does not participate 
because it generates a very high energy reduction. Therefore, it is not advisable to install 
more wind turbines unless their electric energy losses are lower than those of the fuel cell 
unit. We observe that the fuel cell power generation suffers a high reduction, especially 
during low-demand periods and in high solar generation time. Therefore, for the fuel cell 
power system, it would be interesting to install a Battery Energy Storage System (BESS) 
to store the energy excess and release it during times of greater demand. The same 
consideration applies to the wind resource. 
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Figure 15: Effects of Increasing Ten Times Wind Output Power on the Energy Supply

• Fuel cell power increased ten times
This new configuration produces the following results (Figure 16)

If we increase the fuel cell output power ten times, wind power does 
not participate because it generates a very high energy reduction. 
Therefore, it is not advisable to install more wind turbines unless 
their electric energy losses are lower than those of the fuel cell 

unit. We observe that the fuel cell power generation suffers a high 
reduction, especially during low-demand periods and in high solar 
generation time. Therefore, for the fuel cell power system, it would 
be interesting to install a Battery Energy Storage System (BESS) 
to store the energy excess and release it during times of greater 
demand. The same consideration applies to the wind resource.



J Data Analytic Eng Decision Making, 2024 Volume 1 | Issue 2 | 18

 
 
 

 

Figure 16 Effects of increasing ten times fuel cell output power on the energy supply 

 
e) Change of location and season 

In all previous cases, the location for solar and wind resources is Kings Park in autumn. 
For the new simulation, we move to Wagla Island in springtime. The location and season 
change produce variations in natural resources like solar and wind power, which depend 
on climatic and meteorological conditions. Wagla Island, in springtime, has higher wind 
power but a smaller solar resource. Fuel cell output power does not alter because of the 
climatic and meteorological conditions independence. 
 
The new simulation looks for evaluating the influence of simultaneous changes in two 
power sources, regarding previous analysis where only one power source modifies. In the 
proposed configuration, with only two power sources depending on climatic and 
meteorological conditions, only one case arises; nevertheless, the study can be extended 
to other configurations where three or more power sources intervene, all them depending 
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Figure 16: Effects of Increasing Ten Times Fuel Cell Output Power on the Energy Supply

e) Change of Location and Season
In all previous cases, the location for solar and wind resources is 
Kings Park in autumn. For the new simulation, we move to Wagla 
Island in springtime. The location and season change produce 
variations in natural resources like solar and wind power, which 
depend on climatic and meteorological conditions. Wagla Island, 
in springtime, has higher wind power but a smaller solar resource. 
Fuel cell output power does not alter because of the climatic and 
meteorological conditions independence.

The new simulation looks for evaluating the influence of 
simultaneous changes in two power sources, regarding previous 
analysis where only one power source modifies. In the proposed 
configuration, with only two power sources depending on 
climatic and meteorological conditions, only one case arises; 
nevertheless, the study can be extended to other configurations 
where three or more power sources intervene, all them depending 
on environmental conditions. In such a case, we should extend the 
analysis to the additional options, but the procedure remains.

Figure 17 shows the simulation results.
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on environmental conditions. In such a case, we should extend the analysis to the 
additional options, but the procedure remains. 
 
Figure 17 shows the simulation results. 

 
Figure 17 Effects of changing location and season on the energy supply 

 
We see that solar, the one with the lowest electrical losses in our model, is the first 
selected. However, we obtain less energy with the same nominal power. In the same way, 
we obtain much more energy with the same nominal power from the wind farm since the 
wind turbines can obtain more energy from the wind. This situation occurs in the 
afternoon with a higher energy demand than consumption. Thus, we see that the model 
works correctly in different locations. For the first time, the consumption and the demand 
curve are equal for almost all hours. 
 

f) Change of altitude 

Daytime 

Daytime 

Daytime 

Daytime 

Energy demand 
Solar 
Wind 
Hydrogen 
Grid injection 

Solar at 2 km (transmission) (Kings Park) (Autumn) 
Solar at 2 km (transmission) (Wagla Island) (Spring) 

Wind at 10 km (transmission) (Kings Park) (Autumn) 
Wind at 10 km (transmission) (Wagla Island) (Spring) 

Hydrogen at 20 km (transmission) (Kings Park) (Autumn) 
Hydrogen at 20 km (transmission) (Wagla Island) (Spring) 

E
ne

rg
y 

su
pp

ly
 (

x1
0 

M
W

h)
 

E
ne

rg
y 

su
pp

ly
 (

x1
0 

M
W

h)
 

E
ne

rg
y 

su
pp

ly
 (

x1
0 

M
W

h)
 

E
ne

rg
y 

su
pp

ly
 (

M
W

h)
 

Figure 17: Effects of Changing Location and Season on the Energy Supply

We see that solar, the one with the lowest electrical losses in our 
model, is the first selected. However, we obtain less energy with 
the same nominal power. In the same way, we obtain much more 
energy with the same nominal power from the wind farm since 
the wind turbines can obtain more energy from the wind. This 
situation occurs in the afternoon with a higher energy demand 
than consumption. Thus, we see that the model works correctly 
in different locations. For the first time, the consumption and the 
demand curve are equal for almost all hours.

f) Change of Altitude
The last simulation focuses on an altitude change to evaluate the 
influence of atmospheric conditions on environment-dependent 
natural resources like solar and wind, especially the last one.

To this goal, we have designed an imaginary scenario in a 
mountainous region at a specific altitude of 2000 m above sea 
level. The altitude value is not critical since the effect on the power 
generation and energy supply follows the same trend as in the 
present study.

Figure 18 shows the simulation results for this case. 
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The last simulation focuses on an altitude change to evaluate the influence of atmospheric 
conditions on environment-dependent natural resources like solar and wind, especially 
the last one. 
 
To this goal, we have designed an imaginary scenario in a mountainous region at a 
specific altitude of 2000 m above sea level. The altitude value is not critical since the 
effect on the power generation and energy supply follows the same trend as in the present 
study. 
 
Figure 18 shows the simulation results for this case.  

  

Figure 18 Effects of altitude change on the energy supply 
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consumption hour, from 7 to 8 pm, we cannot use all the required wind energy, causing 
money lost. Therefore, a BESS system is of interest to compensate for the wind resource 
intermittency. 
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Figure 18: Effects of Altitude Change on the Energy Supply

Now, we move to an invented mountain system in winter, with lower 
solar resources and high wind power. We notice the similarities 
with the previous case: nevertheless, although the wind provides 
high power, due to its intermittency and randomness, at the peak 
consumption hour, from 7 to 8 pm, we cannot use all the required 
wind energy, causing money lost. Therefore, a BESS system is of 
interest to compensate for the wind resource intermittency.

8. Conclusions
This work demonstrates the feasibility of multiple renewable 
energy source integration, like solar, wind, and hydrogen, in local 
networks. The power source combination complementarity allows 
for mitigating the inherent limitations of every source, such as 
intermittency and variability, achieving a more stable and reliable 
power supply. This approach enhances the local network energy 
security and reinforces the energy grid capacity to respond to 
energy demand fluctuations.

The proposed control system optimizes the different power 

sources, considering critical factors like the energy demand, 
the conversion efficiency, and the energy losses associated with 
every power technology. The optimization leads to a significant 
energy efficiency improvement, minimizing carbon emissions and 
contributing to global sustainability goals.

The simulation results analysis proves the validity of the protocol, 
matching with testing results in current operating conditions. The 
developed methodology allows the selection of suitable renewable 
energy configurations for specific local conditions. The simulated 
tests in variable scenarios prove the procedure's versatility, 
highlighting its capacity to adapt to variable energy demand and 
operating conditions.

Flexibility and adaptation capacity are the principal methodology 
characteristics since they allow multiple power source 
combinations, especially relevant in a world context of continuous 
innovation, implementation, and technological changes. The 
application of the proposed methodology improves energy 
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efficiency and sustainability. 

Finally, the proposed system protects the environment since it 
contributes to reducing carbon emissions and promotes a more 
sustainable energy model. The methodology applies to variable 
power system scales and geographic locations, reinforcing its 
validity and potentiality for application in a transition process 
toward a cleaner and more resilient energy system.
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