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Abstract
Continual Learning (CL) is crucial in artificial intelligence for systems to maintain relevance and effectiveness by 
adapting to new data while retaining previously acquired knowledge. This study explores the performance of multiple 
machine learning algorithms in CL tasks across various stock symbol datasets over different years. The algorithms 
assessed include decision trees, ridge regression, lasso regression, elastic net regression, random forests, support vector 
machines, gradient boosting, and Long Short-Term Memory (LSTM). These models are evaluated on their ability to 
incrementally gather and maintain knowledge over time, crucial for continual learning. Performance is measured using 
Mean Squared Error (MSE) and R-squared metrics to assess predictive precision and data conformity. Additionally, the 
evaluation extends to consider stability, flexibility, and scalability—important factors for models operating in dynamic 
environments. This comprehensive analysis aims to identify which algorithms best support the objectives of continual 
learning by effectively integrating new information without compromising the integrity of existing knowledge.

1. Introduction 
The field of artificial intelligence is characterized by swift changes 
and the ongoing introduction of fresh data, requiring models that 
are not just precise but also capable of adjusting to new conditions 
as they arise. Building upon the preliminary insights into the 
concept of continual learning-defined as the capacity of a system 
to sequentially assimilate new tasks while preserving knowledge 
from preceding tasks-this manuscript extends the discourse to 
underscore the paramount importance of continual learning within 
the domain of artificial intelligence (AI) [1,2]. Termed alternatively 
as lifelong or incremental learning, continual learning stands at 
the core of crafting AI systems that are adept in navigating the 
complexities of dynamic and evolving operational landscapes [3]. 
These landscapes are marked by variable data distributions, the 
advent of novel tasks, and the gradual obsolescence of older tasks, 
compelling a model’s necessity to learn and adapt continuously 
without necessitating a reinitialization at every juncture of change 
[4-6]. The exposition delineates the criticality of continual 

learning in surmounting the constraints posed by static learning 
frameworks, particularly highlighting the phenomenon of 
catastrophic forgetting, where the assimilation of new information 
could inadvertently obliterate previously acquired knowledge 
[7]. By innovating algorithms and methodologies that seamlessly 
amalgamate new data while retaining antecedent learning, 
continual learning endeavors to ameliorate this pivotal challenge, 
thereby ensuring the sustained efficacy and relevance of AI systems 
over time [8,9].

Amidst escalating interest from the academic and industrial 
spheres in continual learning, spanning diverse AI domains such 
as computer vision, natural language processing, robotics, and 
autonomous systems, this burgeoning fascination is propelled 
by the urgent need for AI systems that autonomously refine and 
enhance their operational performance over time, obviating 
the need for manual retraining or human supervision [10-12]. 
This scholarly endeavor seeks to delve into the foundational 
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principles, prevailing challenges, and current progress within the 
ambit of continual learning, with a focused lens on the pragmatic 
application and scrutiny of various machine learning models and 
techniques [13]. By critically evaluating how different algorithms 
navigate the nuances of continual learning tasks, their manuscript 
endeavors to shed light on the efficacy and robustness of each 
model [14,15]. Through this analytical journey, they aspire to 
furnish the academic community and industry practitioners with 
profound insights and guidelines, aimed at optimizing AI systems 
for the demanding requisites of real-world applications, thereby 
imbuing them with enhanced adaptability, efficiency, and the 
capability for sustained learning and evolution [16]. Based on 
existing studies and surveys, it's evident that much of the research 
conducted thus far has focused on theoretical methodologies and 
their implementation, the application of continual graph learning 
and ensemble techniques, an analysis of continual learning 
leveraging pre-trained models, and investigations into continual 
learning via neural networks [17-23]. Our investigation contrasts 
the efficacy of various machine learning models within the context 
of continual learning, examining how they perform with both initial 
and subsequent data increments. Furthermore, our evaluation 
includes an analysis of Mean Squared Error (MSE) and R squared 
error metrics, which serve as critical benchmarks for assessing the 
effectiveness of these learning approaches [24].

According to a study conducted by Wang et al., continual 
learning aims to strike an effective balance between stability and 
adaptability, thereby ensuring the efficient transfer and application 
of knowledge to novel tasks [25]. Their study explores various 
methodologies to assess their suitability in continual learning 
scenarios, evaluating their effectiveness in addressing real-world 
challenges. While numerous continual learning (CL) strategies 
have been suggested by many researchers. For example, Kim and 
colleagues have not extensively explored the theoretical basis 
required to effectively tackle the class-incremental learning (CIL) 
problem. Furthermore, they categorize the CIL challenge into 
two distinct aspects: forecasting outcomes within individual tasks 
(Within-Task Prediction, WTP) and identifying the specific task 
being addressed (Task Prediction, TP) [26]. They also establish 
a link between task prediction and the capability to detect 
anomalies or out-of-distribution (OOD) data. A key finding of 
their research is that the explicit distinction between WTP, TP, 
and OOD detection is not as crucial as the algorithm’s proficiency 
in handling WTP and TP or OOD detection, which is vital for 
achieving optimal performance in CIL settings. Similarly, Jae-
Seung Kim and colleagues introduce a framework called DASS, 
which integrates methods designed to address both sudden and 
gradual shifts in stock data [27]. This framework employs graph 
learning to analyze temporal and relational dependencies through 
low-level, relational, and high-level temporal modeling. DASS 
further enhances its analytical capabilities by incorporating both 
simple graphs and hypergraphs. Additionally, Da-Wei Zhou and 
colleagues delve into recent advancements in continual learning 
using pre-trained models (PTMs) [28]. They categorize existing 
methods into three distinct groups, discussing their similarities, 
differences, and the respective advantages and disadvantages. 

Moreover, they conduct a practical analysis of leading methods 
to ensure fairness in these evaluations. Furthermore, Awasthi et 
al.  Explore challenges within the realm of continual learning and 
critically review contemporary research in the field [29]. They 
discuss strategies such as parameter regularization to mitigate 
forgetting in neural networks, the use of memory-based techniques, 
and the benefits of employing generative models. Additionally, 
they examine the role of dynamic neural networks in continual 
learning and suggest directions for future research. In their 
extensive analysis, German I. Parisi and colleagues identify key 
challenges associated with lifelong learning in artificial systems 
and evaluate various neural network strategies that effectively 
reduce catastrophic forgetting to varying degrees [30]. In the study 
conducted by V. Khan et al., generative replay is enhanced within 
a continual learning framework to yield superior performance in 
challenging scenarios [31]. The team introduces a novel technique 
whereby generations are cycled through an already trained model 
to produce reconstructions that more accurately reflect the original 
data. This method is grounded in the observation that faithful 
reconstructions are more effective at preserving knowledge. In 
several instances, this approach demonstrates an improvement 
over previous generative replay methods.

The flow chart of the current research is illustrated in Figure 1, 
while the available research and detailed survey results of the 
reviewed papers are presented in Table 1. The surveyed research 
highlights various methods addressing the challenges of continual 
learning, with a particular focus on preventing catastrophic 
forgetting and adapting to changing data environments. Neural 
networks are recognized for their ability to minimize forgetting, 
while incremental reinforcement learning offers new strategies 
to adapt to shifts in dynamic markets. Techniques such as Cross-
Domain Continual Learning (CDCL) and several recurrent neural 
network models have shown promise in certain contexts, although 
they still require extensive validation. Strategies like Adaptive 
Hyperparameter Optimization and the Structural Knowledge 
Informed Continual Learning (SKI-CL) framework underscore 
the significance of parameter adjustments and structural insights 
in continual learning. However, their effectiveness across different 
datasets remains to be thoroughly evaluated. Collectively, these 
studies provide important contributions to continual learning, 
proposing adaptable and robust solutions necessary for practical 
use but also highlighting the need for more empirical research to 
confirm their effectiveness in varied applications.

This study sets itself apart from previous work by offering an 
exhaustive comparison of multiple machine learning algorithms 
tailored to continual learning tasks. In particular, this research 
concentrates on analyzing the performance of eight distinct 
algorithms—Decision Tree, Ridge, Lasso, Elastic Net, Random 
Forest, SVR, Gradient Boosting, and LSTM—when they are 
applied to varied datasets of stock symbols over multiple years, 
highlighting their ability to incrementally gather and preserve 
knowledge. Through detailed testing and evaluation, this paper 
critically assesses the efficacy of various machine learning 
approaches within these specific contexts.
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Work Model and Method used Description Remarks
[30] Neural Networks Compare current neural network methods that 

mitigate, to varying degrees, catastrophic forgetting
Only One model is used for 
the analysis

[32] Incremental Reinforcement Learning It offers a dual-step approach for effectively 
transitioning the current portfolio policy to a 
new one in response to market shifts when new 
data is introduced: (1) Policy Relaxation and (2) 
Importance Weighting.

-

[33] Cross-Domain Continual Learning 
(CDCL)

Their approach integrates both inter-task and 
intra-task cross-attention mechanisms within a 
streamlined convolutional network.

Only performed 
experimentation on baseline 
incremental Learning 
scenarios.

[34] Recurrent Neural Network (RNN)

Temporal convolution networks (TCNs)

long short-term memory (LSTM)

gated recurrent unit models.

Compares the overall model performance, which is 
statistically significant, for predicting stock returns 
across multiple forecasting horizons.

Only compared on 3 financial 
datasets. Needs to compare on 
more dataset.

[35] Adaptive Hyperparameter Optimization 
for Continual Learning Scenarios

By using the functional analysis of variance-
based techniques, they identify the most 
crucial hyperparameters that have an impact on 
performance

Used different 
hyperparameters for different 
strategy used for optimization

[36] Structural Knowledge Informed 
Continual Learning (SKI-CL) framework

Utilized the SKI-CL framework for MTS 
forecasting and for inferring dependency 
structures within a continual learning environment. 
Additionally, developed models using dynamic 
graph learning and applied consistent regularization 
that leverages structural knowledge to enhance 
continual learning.

Used only one synthetic 
dataset

[37] Meta learning with dynamic adaptation 
(MetaDA) for the incremental learning

It regularly carries out dynamic model adaptation 
by simultaneously addressing both emerging and 
recurring patterns.

Evaluated on
Real World Stock Dataset

Table 1: Continual Learning Methodologies and Identified Research Gaps

2. Proposed Methodology 
In line with the available theoretical and practical research, our 
approach compares the performance of different regression models 
(e.g., decision trees, ridge regression, random forests, etc.) in 
predicting stock prices. Analyze the strengths and weaknesses 
of each model in terms of prediction accuracy, computational 
efficiency, and robustness to different market conditions. We have 
also compared the models with different symbols and for different 
years of data.

Additionally, this study assesses the effectiveness of incremental 
learning techniques in updating regression models with the arrival 
of new data. We explore methods for integrating new information 
into the model while maintaining previously acquired knowledge 
and adapting to evolving market conditions. Furthermore, 
this research investigates the application of ensemble learning 
techniques, such as stacking and boosting, to amalgamate 
predictions from various regression models, thereby enhancing 
accuracy and stability. The effectiveness of ensemble approaches 
in compensating for the limitations of individual models and 
delivering more reliable predictions is examined.

This investigation delves into the application of transfer learning 
techniques to predict stock prices across diverse markets or asset 
classes, focusing on the capability of models that have been pre-
trained in one market to be effectively fine-tuned or adapted for use 
in another, especially in situations where historical data is limited.

2.1 Data collection
Data has been gathered from Yahoo Finance using Python. The 
Python library finance facilitates the downloading of financial data 
from Yahoo Finance. This tool offers an easy and efficient method 
for accessing extensive financial data associated with a specific 
stock symbol, such as historical price data, financial statements, 
and additional details [38].

2.2 Implementation Methodology
In this study, we've employed a technique known as continual 
learning to enhance the accuracy and adaptability of our stock price 
prediction models. Continual learning, in simple terms, refers to 
the process of updating and refining our models over time as new 
data becomes available. This approach allows our models to learn 
from past experiences while also incorporating fresh information 
to improve their predictive capabilities.
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Figure 1: Flowchart for Continual Learning Implementation

Figure 1 in the paper illustrates an in-depth flowchart of our 
methodology designed for continual learning. Initially, we load 
stock data from Yahoo Finance, which is the first step in our process. 
Following data acquisition, the dataset undergoes preprocessing 
which includes cleaning, normalizing using the MinMax scaler, 
and feature selection. Post-preprocessing, the dataset is split into 
two segments: an initial training set and an incremental set. The 
initial training set serves to initially train our regression models, 
giving them a basic grasp of stock price trends. After this initial 
training, the models are periodically updated with the incremental 
set, which includes newer data that was not available in the initial 
phase.

This method of continuously integrating new data ensures our 
models stay current and attuned to shifts in market dynamics. 

Subsequently, after splitting the data, we conduct hyperparameter 
tuning using GridSearchCV for all models, identify the optimal 
parameters, and enhance model training with these parameters. 
Detailed in Table 2 are the specific hyperparameters employed 
for various models. Finally, we perform performance analysis and 
model evaluation using metrics such as mean squared error and 
R-squared error to obtain the ultimate results.

This process of continual learning allows our models to adapt and 
improve over time, which enhances their ability to make precise 
stock price forecasts. Through this repeated, adaptive approach, 
we strive to develop strong and dependable predictive models 
capable of effectively managing the complexities of the stock 
market environment.

Model Name Hyperparameter Values/Description
Decision Tree - -
Ridge alpha 0.001, 0.01, 0.1, 1.0
Lasso alpha 0.001, 0.01, 0.1, 1.0
Elastic Net alpha 0.001, 0.01, 0.1, 1.0

l1_ratio 0.1, 0.5, 0.7, 0.9
Random Forest n_estimators 50, 100, 200
SVR kernel Linear, poly, rbf

c 0.1, 1, 10
Gradient Boosting n_estimators 50, 100, 200

learning_rate 0.01, 0.1, 0.2
LSTM units 50 (number of neurons in LSTM layer)

input_shape (10, 1) (tizme steps, features)
optimizer ‘adam’(algorithm to minimize loss)
loss ‘mean_squared_error’ (error measure)

Table 2: Hyperparameters Details

 

Figure 1: Flowchart for continual learning implementation 
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3. Results and discussion
This segment evaluates the performance of different machine 
learning models used to forecast stock prices for three significant 
stocks: TCS.NS, INFY.NS, and RELIANCE.NS. The effectiveness 
of these models was gauged using their mean squared error (MSE) 
and R-squared (R²) metrics across four forecasting periods: 5, 10, 
15, and 20 years.

3.1 Model Performance Overview
Overall, the ensemble techniques, specifically Random Forest 
and Gradient Boosting, outperformed others in most evaluations 
and across various prediction intervals. The LSTM model also 
displayed encouraging outcomes, especially in its early predictions.

3.1.1 Detailed Result by Model
● Decision Tree : The Decision Tree model consistently recorded 
a mean squared error (MSE) of 0.0 and an R-squared (R²) value of 
1.0 for all prediction periods and stocks, demonstrating an ideal fit 
to the training dataset. However, this perfect score may indicate 
overfitting, potentially reducing its effectiveness on new, unseen 
data.
● Random Forest: Random Forest demonstrated strong 
performance with low mean squared errors (MSEs) and high 
R-squared (R²) values for all stocks and across all prediction 
intervals. For example, for TCS.NS with a 10-years forecast, the 
initial MSE was 177.31 and the R² was 0.9997, highlighting its 
effectiveness in accurately capturing fluctuations in stock prices.
● Gradient Boosting: Likewise, Gradient Boosting recorded 
low mean squared errors (MSE) and high R-squared (R²) scores, 
confirming its effectiveness in progressively enhancing its 
accuracy during the training phase. Its capability was especially 
evident in the case of RELIANCE.NS over a 15-years forecasting 
period, where it achieved an incremental MSE of 539.91 and an 
R² of 0.9907.
● LSTM: The LSTM model initially displayed excellent results, 
achieving almost zero mean squared errors (MSEs) and very high 
initial R-squared (R²) values. However, its performance over time 
showed fluctuations, suggesting possible overfitting problems that 

require additional analysis
● Ridge, Lasso, and Elastic Net: Compared to the ensemble 
methods, these models exhibited average mean squared error 
(MSE) and R-squared (R²) values. For instance, the incremental 
MSE for the Ridge model on INFY.NS over a 20-years period was 
497.60, with an R² of 0.9931.
● SVR: SVR showed higher mean squared errors (MSEs) and 
lower R-squared (R²) values, indicating it was less effective for 
these datasets. Specifically, its performance on RELIANCE.NS 
over a 10-day period resulted in an incremental MSE of 1639.18 
and an R² of 0.9673.

3.1.2 Summary Table
Table 3 provides a detailed analysis of various machine learning 
models applied to predict TCS.NS stock data over periods ranging 
from 5 to 20 years. The models evaluated include Decision 
Trees, Ridge, Lasso, Elastic Net, Random Forest, Support Vector 
Regression (SVR), Gradient Boosting, and LSTM networks, with 
performance metrics reported in terms of Mean Squared Error 
(MSE) and R-squared (R2) values initially and after incremental 
updates.

Decision Trees maintained optimal performance (MSE=0.0, 
R2=1.0) across all periods, showing no deterioration in predictive 
accuracy. Conversely, Ridge, Lasso, and Elastic Net demonstrated 
initial efficacy but experienced some decline in R2 with longer 
timeframes. Random Forest and Gradient Boosting showed notable 
resilience, with minimal performance reductions and consistently 
high R2 values post-update. SVR, however, underwent significant 
performance losses, particularly in MSE, upon updates. The LSTM 
started with minimal MSE but saw a significant R2 drop in longer-
term predictions, indicating potential challenges in sustaining 
accuracy over prolonged periods.

This evaluation underscores the varied durability and adaptability 
of these models to incremental data updates, providing crucial 
considerations for model selection based on long-term predictive 
reliability in practical settings.

Years Model Initial MSE Initial R2 Incremental 
MSE

Incremental 
R2

5 Decision Tree 0.0 1.0 0.0 1.0
Ridge 1917.007 0.995 1923.559 0.977
Lasso 1928.683 0.995 1966.565 0.976
Elastic Net 1924.408 0.995 1917.695 0.977
Random Forest 331.516 0.999 382.100 0.995
SVR 2297.570 0.994 3424.757 0.959
Gradient Boosting 1342.589 0.997 672.601 0.992
LSTM 0. 00046 0.992 0.00040 0.969

10 Decision Tree 0.0 1.0 0.0 1.0
Ridge 987.018 0.998 1929.952 0.975
Lasso 1039.903 0.998 1989.526 0.974
Elastic Net 1133.600 0.998 1924.314 0.975
Random Forest 177.311 0.999 330.002 0.996
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SVR 1251.441 0.998 3246.690 0.958
Gradient Boosting 634.727 0.999 695.347 0.991
LSTM 0.00011 0.998 0.00026 0.965

15 Decision Tree 0.0 1.0 0.0 1.0
Ridge 523.784 0.999 2017.474 0.973
Lasso 585.989 0.999 2052.365 0.972
Elastic Net 645.258 0.999 2024.262 0.972
Random Forest 91.748 0.999 349.636 0.995
SVR 615.462 0.999 2708.755 0.963
Gradient Boosting 177.394 0.999 161.347 0.998
LSTM 0.00003 0.999 0.00013 0.970

20 Decision Tree 0.0 1.0 0.0 1.0
Ridge 293.165 0.999 1967.724 0.991
Lasso 363.650 0.999 1991.469 0.991
Elastic Net 426.674 0.999 1982.632 0.991
Random Forest 49.816 0.999 361.030 0.998
SVR 334.707 0.999 2347.739 0.990
Gradient Boosting 246.537 0.999 1422.534 0.994
LSTM 0.00002 0.999 0.00012 0.991

Table 3: Results for TCS.NS Stock Data

Table 4 offers a detailed analysis of the efficacy of various machine 
learning models in forecasting Infosys stock data across different 
time spans (5, 10, 15, and 20 years). The models assessed include 
Decision Trees, Ridge, Lasso, Elastic Net, Random Forest, 
Support Vector Regression (SVR), Gradient Boosting, and LSTM 
networks. The evaluation metrics used are Mean Squared Error 
(MSE) and R-squared (R2), assessed both initially and after 
periodic updates.

The Decision Tree consistently delivers optimal performance, with 
an MSE of 0.0 and an R2 of 1.0 in all tested periods, showcasing 
unparalleled accuracy. Other models like Ridge, Lasso, and Elastic 

Net initially perform well but exhibit a noticeable increase in MSE 
and a decline in R2 with updates, indicating a decrease in predictive 
reliability over time. Conversely, the Random Forest and Gradient 
Boosting models demonstrate high resilience, maintaining robust 
performance metrics, particularly Gradient Boosting which shows 
enhanced R2 in the 10-year evaluations. However, SVR and LSTM 
experience significant deteriorations in both MSE and R2 after 
updates, suggesting a relative instability for long-term predictions.
This comparative study emphasizes the critical need for selecting 
machine learning models based on their sustained accuracy and 
stability over prolonged durations, especially in dynamic financial 
environments.

Years Model Initial MSE Initial R2 Incremental MSE Incremental R2
5 Decision Tree 0.0 1.0 0.0 1.0

Ridge 46.092 0.997 435.290 0.972
Lasso 472.395 0.997 447.188 0.971
Elastic Net 480.695 0.997 440.915 0.971
Random Forest 81.495 0.999 81.876 0.995
SVR 567.647 0.996 749.696 0.951
Gradient Boosting 321.998 0.998 147.398 0.990
LSTM 0.00039 0.995 0.00039 0.952

10 Decision Tree 0.0 1.0 0.0 1.0
Ridge 200.170 0.999 513.689 0.956
Lasso 222.788 0.999 523.736 0.955
Elastic Net 245.119 0.998 514.399 0.956
Random Forest 37.086 0.999 91.754 0.992
SVR 241.390 0.998 714.360 0.939
Gradient Boosting 48.853 0.999 15.009 0.999
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LSTM 0.00015 0.998 0.00025 0.946
15 Decision Tree 0.0 1.0 0.0 1.0

Ridge 96.700 0.998 551.706 0.977
Lasso 101.622 0.998 560.620 0.977
Elastic Net 108.000 0.998 551.661 0.977
Random Forest 18.413 0.999 94.754 0.996
SVR 101.924 0.998 605.606 0.975
Gradient Boosting 77.042 0.999 367.840 0.985
LSTM 0.00004 0.998 0.00018 0.978

20 Decision Tree 0.0 1.0 0.0 1.0
Ridge 57.138 0.998 497.601 0.993
Lasso 59.409 0.998 503.665 0.993
Elastic Net 63.832 0.998 498.153 0.993
Random Forest 9.892 0.999 82.181 0.999
SVR 58.043 0.998 523.178 0.993
Gradient Boosting 48.440 0.999 353.217 0.995
LSTM 0.00002 0.998 0.00016 0.993

Table 4: Results for INFY.NS Stock Data
Table 5 provides an evaluative comparison of various machine 
learning models used for predicting Reliance stock data over 
different forecasting periods (5, 10, 15, and 20 years), using Mean 
Squared Error (MSE) and R-squared (R2) as evaluative metrics 
before and after incremental updates.

The Decision Tree model demonstrates exemplary consistency, 
achieving an MSE of 0.0 and an R2 of 1.0 throughout, reflecting its 
unwavering accuracy. Linear models like Ridge, Lasso, and Elastic 
Net show robust initial metrics which slightly diminish over time, 
indicating a susceptibility to long-term data shifts. In contrast, 
the Random Forest model maintains near-perfect resilience, with 
slight fluctuations but generally high R2 values. The SVR and 

LSTM models, however, face more significant performance shifts, 
with notable MSE increases for SVR and R2 decreases for LSTM, 
suggesting challenges in long-term stability. Meanwhile, Gradient 
Boosting proves efficient, with minor MSE increases and stable 
R2, illustrating good long-term performance retention.

This review underscores the varied durability of machine learning 
models in long-term financial forecasting, emphasizing the 
necessity for model selection that considers both stability and 
adaptability over extended periods. Decision Trees and Random 
Forest emerge as particularly robust options, whereas SVR and 
LSTM might necessitate more regular updates to remain effective.

Years Model Initial MSE Initial R2 Incremental MSE Incremental R2
5 Decision Tree 0.0 1.0 0.0 1.0

Ridge 1166.161 0.994 900.113 0.984
Lasso 1172.524 0.994 912.475 0.984
Elastic Net 1168.902 0.994 897.592 0.984
Random Forest 181.888 0.999 141.819 0.998
SVR 1308.329 0.993 1351.953 0.977
Gradient Boosting 789.729 0.996 246.394 0.996
LSTM 0.00043 0.989 0.00025 0.980

10 Decision Tree 0.0 1.0 0.0 1.0
Ridge 500.082 0.999 1058.402 0.979
Lasso 543.599 0.999 1070.730 0.979
Elastic Net 592.128 0.998 1073.766 0.979
Random Forest 81.800 0.999 172.365 0.997
SVR 634.698 0.998 1639.185 0.967
Gradient Boosting 371.128 0.999 557.857 0.989
LSTM 0.00010 0.998 0.00016 0.977



J Data Analytic Eng Decision Making, 2025 Volume 2 | Issue 1 | 8

15 Decision Tree 0.0 1.0 0.0 1.0
Ridge 258.740 0.999 1118.729 0.981
Lasso 284.673 0.999 1130.884 0.981
Elastic Net 310.246 0.998 1118.454 0.981
Random Forest 41.253 0.999 189.719 0.997
SVR 288.558 0.999 1311.431 0.977
Gradient Boosting 135.274 0.999 539.914 0.991
LSTM 0.00005 0.998 0.00016 0.981

20 Decision Tree 0.0 1.0 0.0 1.0
Ridge 146.023 0.998 1158.578 0.989
Lasso 153.023 0.998 1165.507 0.989
Elastic Net 167.386 0.998 1158.662 0.989
Random Forest 23.997 0.999 179.155 0.998
SVR 152.529 0.998 1217.200 0.988
Gradient Boosting 103.619 0.999 638.076 0.994
LSTM 0.00002 0.998 0.00019 0.985

Table 5: Results for RELIANCE.NS Stock Data
3.1.3 Graphs and Charts
Figure 2 presents a comparative analysis of predictive modeling for 
the TCS.NS metric, employing data spanning various timeframes. 
Each set of models is appraised based on Mean Squared Error 
(MSE) and the coefficient of determination (R2).

● Over a 5-year span, both the Random Forest and Gradient 
Boosting algorithms exhibit elevated initial and subsequent MSE 
readings, coupled with R2 scores approaching unity. This trend 
may suggest a propensity for these models to resonate exceedingly 
well with the training dataset, potentially at the expense of their 
predictive applicability to new data sets, hinting at possible 
overfitting.
● Evaluating a 10-year interval, the same models, Random Forest 
and Gradient Boosting, persist in demonstrating heightened MSEs. 
Despite this, the initial and subsequent R2 metrics are maintained 

at lofty levels across all models, signaling robust variance 
explanation by the models.
● Advancing to a 15-year timeline, there is a perceivable 
decrement in the MSE values for the Random Forest and Gradient 
Boosting frameworks when contrasted with the shorter-term 
datasets, insinuating an enhancement in model performance with 
the extension of the duration. The consistency of high R2 values 
across the models remains unaltered, indicating stable predictive 
strength.
● In the assessment of a 20-year period, a general reduction in 
MSE values suggests an overall amelioration in model accuracy. 
Remarkably, the R2 values are exceptionally high, with the LSTM 
model standing out, which reflects a superior capability of the 
models to capture and elucidate the variance within the extensive 
duration dataset.

Figure 2: Model Performance Evaluation for TCS.NS Across Different Durations
 

Figure 2: Model Performance Evaluation for TCS.NS Across Different Durations 
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Figure 3 delineates a longitudinal comparison of various 
computational models analyzing INFY.NS metrics over 
incrementally expanding timelines.

● For the quinquennial scope, the Mean Squared Error (MSE) 
showcases a diverse range of outcomes across the evaluated 
models, with the SVM model particularly reporting elevated MSE 
figures. Despite this variability, the coefficient of determination 
(R2) remains consistently elevated across the board, indicating a 
robust capacity of the models to account for the variability of the 
dependent variable.
● Progressing to the decennial benchmark, a similar variability 
in MSE is observed among the different models. Notably, there 

is a marginal regression in the R2 values for some models when 
juxtaposed with the 5-year data set, yet the values still reflect a 
substantial explanatory power of the models.
● Extending the evaluation to 15 years, an upsurge in the MSE for 
certain models, such as the SVM, is notable. Conversely, the R2 
values for most models are remarkably high and proximal to unity, 
signifying an impressive congruence between the predicted and 
observed values.
● Upon scrutinizing a 20-year interval, a general downtrend 
in MSE is evident among the majority of models, implying an 
enhancement in predictive precision over time. Concurrently, the 
R2 values sustain their ascendancy, with the LSTM model, in 
particular, demonstrating exemplary predictive alignment.

Figure 3: Model Performance Evaluation for INFY.NS Across Different Durations

Figure 4 provides an analytical review of model efficacy over 
differing temporal scales for the RELIANCE.NS metric.

● Within the initial five-year spectrum, the depicted bar heights 
and R2 trajectories reveal disparities in model efficacy, with certain 
models registering elevated MSEs while maintaining R2 values in 
proximity to the ideal score of 1.
● A decade-long evaluation maintains the general trends observed 
in the five-year assessment, albeit with some discernible shifts in 
R2 indices amongst the various models.

● Expanding the scope to fifteen years, there is a noticeable 
diversification in MSE results among the models, yet the R2 scores 
predominantly sustain their high values, underscoring the models’ 
consistent explanatory power.
● The twenty-year horizon illustrates a downward shift in MSE 
readings across the board, indicating an augmentation in model 
precision with the passage of time. The R2 values are markedly 
high, reinforcing the models' adeptness in capturing the dataset’s 
variability.
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In an analysis of performance metrics across datasets covering 
intervals of 5, 10, 15, and 20 years for the symbols TCS.NS, 
INFY.NS, and RELIANCE.NS, it is evident that a 20-year dataset 
provides the most favorable conditions for ongoing learning. 
This inference is supported by a noticeable decrease in Mean 
Squared Error (MSE) and consistently high R-squared (R2) values 
across all datasets. These indicators suggest that the models not 
only enhanced their predictive accuracy but also retained their 
effectiveness in accounting for the variance in the data over a 
prolonged period. The ability of the models to adjust and improve 
with the introduction of more comprehensive data supports the 
conclusion that extended datasets facilitate more effective and 
progressive learning.

4. Conclusion
In this research, we evaluated eight distinct machine learning 
models for their accuracy in forecasting the prices of three 
prominent Indian stocks: TCS.NS, INFY.NS, and RELIANCE.NS 
over different time frames. The findings reveal that Random Forest 
and Gradient Boosting models outperformed others consistently 
across all stocks and periods, achieving low mean squared errors 
and high R-squared values. These models demonstrated strong 
capability in managing the intricacies of stock market data, 
indicating their potential effectiveness in applications related to 
financial forecasting.

The Decision Tree model consistently performs perfectly across 
all time periods, maintaining zero error and an R² of 1.0. In 
contrast, Ridge, Lasso, and Elastic Net models exhibit increasing 
Mean Squared Error (MSE) and decreasing R² values over time, 
indicating a decline in performance. For example, Ridge's MSE 
increases range from 72.41% to 1918.29%, with R² reductions of 

up to 2.30% to 5.29% over 20 years. Lasso and Elastic Net follow 
similar patterns, with MSE rises between 137.12% and 1879.35%, 
and R² drops of 4.42% to 5.47%. The Random Forest model 
shows a moderate decline, with MSE increases up to 625.13% 
and R² reductions up to 0.40%. SVR experiences significant 
performance drops, with MSE increases of 49.07% to 601.35% 
and R² decreases up to 4.01%. Gradient Boosting yields mixed 
results, with MSE increases up to 516.90% and R² reductions up 
to 0.50%. LSTM demonstrates variability, showing short-term 
improvements but longer-term declines, with MSE increases up 
to 500.00% and R² drops up to 4.31%. Overall, while Decision 
Tree remains consistently reliable, Ridge, Lasso, Elastic Net, and 
SVR show substantial performance deterioration. Random Forest 
and Gradient Boosting are relatively more stable, and LSTM has 
potential for short-term improvement but declines over longer 
periods.

Future research should focus on incorporating feature engineering 
and refined hyperparameter optimization to improve the predictive 
capabilities of models like SVR, Ridge, Lasso, and Elastic 
Net. Furthermore, investigating hybrid models that merge the 
advantages of ensemble methods with neural networks could 
provide valuable insights. Employing cross-validation and external 
validation strategies will be essential to ensure the robustness and 
dependability of these predictive models.
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