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Abstract
Machine Learning methods have emerged as powerful tools for analyzing stellar clusters, which pose significant challenges. 
techniques such as DBSCAN and GMM have advanced remarkably in this domain. However, these clustering techniques exhibit 
imperfections and limitations, highlighting the need for careful data tuning and consideration of data characteristics to ensure 
meaningful result.

The utilization of supervised Machine Learning techniques for membership determination of the stellar clusters, especially open 
clusters, can lead to more accurate results. However, the absence of dataset for training on an open cluster presents a significant 
hurdle. To address the problem, we’ve introduced a novel approach to generate a labeled dataset for training the super- vised 
Machine Learning models. Our approach leverages data from Gaia DR3 Catalog, which provides precise astrometric and 
photometric measurements for millions stars in Milky Way, to construct a comprehensive dataset.

Our findings have significant implications for future astronomical research. By using Supervised machine learning techniques, we 
can achieve more accurate and efficient membership determination for stellar clusters, which can lead to a better understanding 
of the formation and evolution of galaxies. Our method not only enhances the accuracy of membership determination but also 
provides insights into the underlying data characteristics that influence cluster analysis.
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1. Introduction
Stellar clusters, as crucial components of stellar astrophysics, play 
a pivotal role in understanding the formation and evolution of 
galaxies. member determination is a fundamental task that aids in 
unraveling the dynamics and properties of these stellar systems. 
However, the limitations of existing algorithms such as Density-
Based Spatial Clustering of Applications with Noise (DBSCAN) 
and Gaus- sian Mixture Models (GMM) have spurred the need for 
innovative approaches to enhance accuracy and efficiency in this 
domain.

1.1 Imperfections of DBSCAN Algorithm
DBSCAN, a popular density-based clustering algorithm, excels 

in identifying clusters of varying shapes and sizes. However, 
its performance can be hindered by its sensitivity to parameters 
such as epsilon and min Points. determining these parameters 
accurately can be challenging, especially in datasets with varying 
densities or noise. Moreover, DBSCAN struggles with clusters of 
varying densities, often leading to under-segmentation or over-
segmentation issues.

1.2 Imperfections of GMM Algorithm
Gaussian Mixture Models offer a probabilistic approach to 
clustering by modeling data as a mixture of Gaussian distributions. 
While GMM is effective in capturing complex data distributions, it 
assumes that clusters are spherical and have equal variance, which 
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may not hold true for open cluster datasets
characterized by non-spherical and varying density distributions.

Moreover, GMM is sensitive to the number of components 
specified a priori, making it challenging to determine the optimal 
number of clusters in an unsupervised manner. These limitations 
underscore the necessity for advanced clustering methods based 
on the unique characteristics of open cluster data.

1.3 Novel Approach: Generate Labeled Dataset for Training 
Supervised ML
in light of the imperfections of DBSCAN and GMM in the context 
of open cluster membership de- termination, this paper introduces 
a novel approach harnessing the inherent physical principles 

and integrating domain knowledge with the idea of clustering 
algorithms, and then generating a training dataset, which can be 
used for training the supervised ML.

At this paper we’ll implement the introduced method on M67 open 
cluster and will use Gaia DR3 Catalog. the approach used in this 
paper is generally include five steps:1- considering the Parallax 
parameter or equally distance and then restrict it to an appropriate 
range of it 2- map the frequency histograms and then identify the 
data having least frequency 3- calculate the probability density and 
then extract the data having the most membership probability 4- 
providing reference data 5- eventually the final analysis and do 
membership determination.

1.2 Imperfections of GMM algorithm

Gaussian Mixture Models o↵er a probabilistic approach to clustering by modeling data as a mixture
of Gaussian distributions. While GMM is e↵ective in capturing complex data distributions, it assumes
that clusters are spherical and have equal variance, which may not hold true for open cluster datasets
characterized by non-spherical and varying density distributions.

Moreover, GMM is sensitive to the number of components specified a priori, making it challenging
to determine the optimal number of clusters in an unsupervised manner. These limitations underscore
the necessity for advanced clustering methods based on the unique characteristics of open cluster data.

1.3 Novel approach: generate labeled dataset for training supervised ML

in light of the imperfections of DBSCAN and GMM in the context of open cluster membership de-
termination, this paper introduces a novel approach harnessing the inherent physical principles and
integrating domain knowledge with the idea of clustering algorithms, and then generating a training
dataset, which can be used for training the supervised ML.

At this paper we’ll implement the introduced method on M67 open cluster and will use Gaia DR3
Catalog.the approach used in this paper is generally include five steps:1- considering the Parallax
parameter or equally distance and then restrict it to an appropriate range of it 2- map the frequency
histograms and then identify the data having least frequency 3- calculate the probability density and
then extract the data having the most membership probability 4- providing reference data 5- eventually
the final analysis and do membership determination.

Table 1: properties of M67 open cluster
Cluster Age distance(pc) Angular Diameter(arc-minutes) Number of Stars
M67 3.2 to 5 billion-yr 850 30 500

2 Method

After obtaining the initial raw data of the open cluster in CSV format, from the European Space
Agency website, we encounter an extremely noisy file. in order to prepare a suitable initial input for
the subsequent processing steps, we need to perform a series of initial tasks on the raw file related to
the cluster.

2.1 Restricting the Parallax

The stars in a star cluster are at approximately the same distance from the observer. as a result, By
restricting the distance and choosing an appropriate distance range or equally a limited cone-shaped
field of view, a large number of nearer and more distant stars can be excluded.

Although the distance parameter isn’t directly available for the raw data, the parallax and Parallax
Error parameters can be used to restrict the distance of stars. The appropriate range for parallax is
calculated by the following formula:

ParallaxRange =
1

Distance
+average(ParallaxErrorColumn) (1)

Table 2: Output after the restriction of Parallax
M67 Raw Data After Parallax Restriction

Parallax in marcsec -0.001653 to 9.8948 0.075 to 2.273
Number of Data 6210 4300

the number of data after Parallax Restriction has been shown in the table 2. and a considerable
number of background and foreground stars have been eliminated.

2

Table 1: Properties of M67 Open Cluster

2. Method
After obtaining the initial raw data of the open cluster in CSV 
format, from the European Space Agency website, we encounter 
an extremely noisy file. in order to prepare a suitable initial input 
for the subsequent processing steps, we need to perform a series of 
initial tasks on the raw file related to the cluster.

2.1 Restricting the Parallax
The stars in a star cluster are at approximately the same distance 

from the observer. as a result, by restricting the distance and 
choosing an appropriate distance range or equally a limited cone-
shaped field of view, a large number of nearer and more distant 
stars can be excluded.

Although the distance parameter isn’t directly available for the raw 
data, the parallax and Parallax Error parameters can be used to 
restrict the distance of stars. The appropriate range for parallax is 
calculated by the following formula:

 Table 2: Output After the Restriction of Parallax

the number of Data after Parallax Restriction has been shown in the 
table 2. and a considerable number of background and foreground 
stars have been eliminated.

2.2 Frequency Histogram
Star clusters are groups of stars that are bound together by gravity 
and have a common origin. The stars in a cluster have similar 
properties, such as age, metallicity, and motion. One way to identify 
and analyze a star cluster is by examining its motion components, 
Pm RA and Pm Dec, which represent the proper motion in right 
ascension and declination, respectively.

In this step of the approach, the goal is to clean more irrelevant 
data and significantly increase the number of stars belonging to the 
cluster compared to the number of field stars with the following 
steps:
• initially, we draw the Frequency Histogram for the motion 
component Pm RA and then identify the velocities having the least 
frequency.
• therefore, in order to establish a scale for recognition of the least 
frequency values, we fit a Gaussian curve to the drown Frequency 
Histogram and calculate its Standard Deviation.
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σ =

rPn
i (xi − µ)2

N
(2)

f(xi) =
1

σ
p
2⇡

e
(xiµ)2

22 (3)

• eventually, we define PmRA values that are located more than 2σ away from the center or average
of the Gaussian function as noise and eliminate them. the mentioned steps are illustrated in the
figures 1 and 2.

the appropriate Range of PmRA = Average of PmRA column + 2σ (4)

• repeat the above steps for PmDec motion component, and as a result, our data are analyzed as
the same time by PmRA and PmDec. as it can be seen in the figures 3 and 4.

Figure 1: Frequency Histogram of motion component PmRA
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as it’s been shown in the table 3, it’s blatantly obvious that how much e↵ective has been the
analysis of Frequency Histogram. however in case we’re going to draw the HR diagram.
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Figure 2: Frequency Histogram of Motion Component Pm RA in the Purple Rectangle
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Figure 3: Frequency Histogram of Motion Component Pm Dec

Figure 4: Frequency Histogram of Motion Component Pm Dec in the Orange Rectangle

as it’s been shown in the table 3, it’s blatantly obvious that how much effective has been the analysis of Frequency Histogram. however, 
in case we’re going to draw the HR diagram.

 Table 3: Output After the Analyzing Frequency Histograms

2.3 Measuring the Accuracy of the Steps Taken
the Hertzsprung-Russell diagram is a fundamental tool for studying 
the photometry of stars and evaluating the accuracy and validity of 
the steps taken to analyze star clusters. by comparing the Magnitude 
and effective surface temperature of stars, astronomers can group 
stars according to their evolutionary state and gain insights into the 
properties and evolution of stars.

most of the stars belonging to a star cluster are expected to located 
on the main sequence where the sun is, so plotting the Hertzsprung-
Russell diagram is a suitable way to measure the accuracy and 
validation of the output data so far. we plotted the Hertzsprung-
Russell diagram for the processed data sofa in Figure 5.

M67 Raw Data Restricted Parallax Frequency Histogram
the number of stars 6210 4300 981
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Table 3: Output after the analyzing Frequency Histograms
M67 Raw Data Restricted Parallax Frequency Histogram
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Magnitude and e↵ective surface temperature of stars, astronomers can group stars according to their
evolutionary state and gain insights into the properties and evolution of stars.

most of the stars belonging to a star cluster are expected to located on the main sequence where
the sun is, so plotting the Hertzsprung-Russell diagram is a suitable way to measure the accuracy and
validation of the output data so far. we plotted the Hertzsprung-Russell diagram for the processed
data sofa in Figure 5.

Figure 5: HR diagram M67 after initial analyses

2.4 Calculation of Membership Probability

probability density function is a fundamental mathematical concept that is defined for a random
variable and calculate the membership probability of the variety values of a variable. moreover the
values being near the middle of function have the most membership probability, therefore the values
on the edge of function have the least membership probability.

in order to calculate the membership probability, we choose the motion components PmRA and
PmDec variables and obtain the probability of them by following the following steps:

• draw the the Gaussian function curve for the motion component PmRA and then split it into
variety of equal intervals. the result has been shown in the figure 6.

• calculate the membership probability of the all the selected intervals of PmRA. the function f(x)
is defined as the probability density of variable x, so the membership probability can be acquired
with integration. for instance, the probability that variable x is between a and b value is given
by:

f(x) =
1

σ
p
2⇡

e
(xµ)2

22 σ =

r
(x− µ)2

N
(5)

p(a < x < b) =

Z a

b

f(x)dx =
−σp

2⇡(x− µ)
e

(xµ)2

22 (6)
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2.4 Calculation of Membership Probability
probability density function is a fundamental mathematical 
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over the values being near the middle of function have the most 
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function have the least membership probability.
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motion components Pm RA and Pm Dec variables and obtain the 

probability of them by following the following steps:
• draw the Gaussian function curve for the motion component Pm 
RA and then split it into variety of equal intervals. the result has 
been shown in the figure 6.
• calculate the membership probability of the all the selected 
intervals of Pm RA. the function f(x) is defined as the probability 
density of variable x, so the membership probability can be 
acquired with integration. for instance, the probability that variable 
x is between a and b value is given by:

Figure 6: Gaussian function curve of M67

• determine the membership probability of motion component PmRA values of data based on that
which interval it places. some of the probabilities calculated for motion component PmRA have
been shown in the figure 7

Figure 7: some of the PmRA probabilities calculated for M67

• repeat the above steps for the motion component PmDec, so we have the probability membership
of variables PmRA and PmDec at the same time.

Figure 8: some of the PmDec probabilities calculated for M67

2.5 Provide high-precision Reference Data or Samples

So far a significant number of field stars have been eliminated, so the disparate parameters associated
to cluster stars and field stars are extremely close to each other, and as a result, it poses serious
challenges to identify and separate cluster stars from field stars according the former diagrams. to
address this issue, we need high-precision reference data or samples in order to enable us to accurately
recognize the behaviors of cluster stars.

We separate the stars having the motion components PmRA and PmDec membership probabilities
higher than 60 percent at the same time as the reference data or samples.some of these samples have
been shown in the figure 9.

6
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• repeat the above steps for the motion component Pm Dec, so we have the probability membership of variables Pm RA and Pm Dec at 
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Figure 8: Some of the Pm Dec Probabilities Calculated for M67

2.5 Provide high-precision Reference Data or Samples
So far, a significant number of field stars have been eliminated, 
so the disparate parameters associated to cluster stars and field 
stars are extremely close to each other, and as a result, it poses 
serious challenges to identify and separate cluster stars from field 
stars according the former diagrams. to address this issue, we need 
high-precision reference data or samples in order to enable us to 

accurately recognize the behaviors of cluster stars.

We separate the stars having the motion components Pm RA and 
Pm Dec membership probabilities higher than 60 percent at the 
same time as the reference data or samples. some of these samples 
have been shown in the figure 9.

Figure 9: some of the considered reference data for M67

2.6 Recognition of the cluster behaviour

in this step, we’re going to recognize the behaviour of stars belonging to cluster such as physical
properties of them. so we’ve used Right Ascension, Declination and Parallax of the samples acquired
in the previous subsection in order to derive a reference interval for the coordinate and velocity of stars
belonging to the cluster. the reference interval is calculated by the following formula:

reference− interval(RA,Dec, Parallax) = samples− average(RA,Dec, Parallax) + 3σ (7)

Figure 10: obtained reference RA interval for M67

Figure 11: obtained reference Dec interval for M67

Figure 12: obtained reference Parallax interval for M67

2.7 processing according to the reference interval

now we’ve recognized the behaviour of the most crucial parameters such as Right Ascension, Decli-
nation and Parallax and eventually it enable us to detect and separate the stars belonging to cluster
from field stars accurately.

Finally, according to the reference interval obtained in the previous step, we eliminate the values
outside the reference interval and keep the rest.

7
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the coordinate and velocity of stars belonging to the cluster. the 
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 Figure 10: Obtained Reference RA Interval for M67

 Figure 11: Obtained Reference Dec Interval for M67

 Figure 12: Obtained Reference Parallax Interval for M67

2.7 Processing According to the Reference Interval
now we’ve recognized the behavior of the most crucial parameters 
such as Right Ascension, Decli- nation and Parallax and eventually 
it enables us to detect and separate the stars belonging to cluster 
from field stars accurately.

Finally, according to the reference interval obtained in the previous 
step, we eliminate the values outside the reference interval and 
keep the rest.

 Table 4: The Number of Data After Final Processing

3 Discussion and Conclusion
In the field of investigating stellar evolution, membership of stellar 
clusters is vital for understanding the formation and evolution of 
galaxies. we looked for a way to obtain a labeled dataset for the 
star cluster which can be used as training dataset for supervised 
machine learning methods, which are significantly more accurate 
than unsupervised Machine Learning methods due to the train-
process being in them.

initially we cut the region where the cluster is located on the galaxy 
map of the European Agency Gaia and then received all the data 
available on the celestial bodies in that region. Then, by performing 
various processes on the received raw data, ,we managed to 
create a labeled dataset for the M67 open cluster. The number of 
members of cluster M67 is about 500 stars reported in various 
databases. However, it should be noted that the method presented 
in this research identified 456 members out of 6211 given Raw 
data. Also, about a hundred of stars have less possibility compared 
to other data, although they are still relatively valid candidates for 

studying cluster members.

at the end to evaluate the accuracy and validation of the method 
adopted in this paper, we’ll compare the change in the Hertzsprung–
Russell diagram at the initial stage the final stage and then check 
the Colour-Colour diagram to ensure the accuracy of the cluster 
stars extinction.

3.1 Hertzsprung–Russell
the Hertzsprung-Russell diagram is a fundamental tool for studying 
the photometry of stars and evaluating the accuracy and validity of 
the steps taken to analyze star clusters.

Most of the stars belonging to a star cluster are expected to located 
on the main sequence where the sun is, so plotting the Hertzsprung-
Russell diagram is a suitable way to measure the accuracy and 
validation of the output data, which the horizontal axis and vertical 
axis are graded according to the colour spectrum BP-RP colour 
and G Magnitude, respectively.

M67 Raw Data Restricted Parallax Frequency Histogram reference data
the number of stars 6210 4300 980 458
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Table 4: the number of data after final processing
M67 Raw Data Restricted Parallax Frequency Histogram reference data

the number of stars 6210 4300 980 458

3 Discussion and Conclusion

In the field of investigating stellar evolution, membership of stellar clusters is vital for understanding
the formation and evolution of galaxies. we looked for a way to obtain a labeled dataset for the star
cluster which can be used as training dataset for supervised machine learning methods, which are
significantly more accurate than unsupervised Machine Learning methods due to the train-process
being in them.

initially we cut the region where the cluster is located on the galaxy map of the European Agency
Gaia and then received all the data available on the celestial bodies in that region. Then, by performing
various processes on the received raw data, ,we managed to create a labeled dataset for the M67 open
cluster. The number of members of cluster M67 is about 500 stars reported in various databases.
However, it should be noted that the method presented in this research identified 456 members out
of 6211 given Raw data. also about a hundred of stars have less possibility compared to other data,
although they are still relatively valid candidates for studying cluster members.

at the end to evaluate the accuracy and validation of the method adopted in this paper, we’ll
compare the change in the Hertzsprung–Russell diagram at the initial stage the final stage and then
check the Colour-Colour diagram to ensure the accuracy of the cluster stars extinction.

3.1 Hertzsprung–Russell

the Hertzsprung-Russell diagram is a fundamental tool for studying the photometry of stars and
evaluating the accuracy and validity of the steps taken to analyze star clusters.

most of the stars belonging to a star cluster are expected to located on the main sequence where
the sun is, so plotting the Hertzsprung-Russell diagram is a suitable way to measure the accuracy and
validation of the output data, which the horizontal axis and vertical axis are graded according to the
colour spectrum BP-RP colour and G Magnitude, respectively.

Figure 13: compare HR Conclusion for M67

3.2 Colour-Colour diagram

Color-color diagram is an important tool in the field of astronomy, in order to analyze the black
body properties of stars and their extinction. In this scheme, two di↵erent colors (g-r, b-g, b-r) of a
celestial body, which come from the physical magnitude di↵erence, are usually displayed on two sets
of coordinates.
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Figure 13: Compare HR Conclusion for M67

3.2 Colour-Colour Diagram
Color-color diagram is an important tool in the field of astronomy, 
in order to analyze the black body properties of stars and their 
extinction. In this scheme, two different colors (g-r, b-g, b-r) of a 
celestial body, which come from the physical magnitude difference, 
are usually displayed on two sets of coordinates.

Also, due to Rayleigh scattering, which is proportional to 1 , the 
extinction of the star is greater at smaller wavelengths. As a result, 
the factor that causes the star to move away from the black body 
curve is the extinction effect.

the Colour-Colour diagrams of output data have been shown in the 
figure 14.

Also, due to Rayleigh scattering, which is proportional to 1
4 , the extinction of the star is greater

at smaller wavelengths. As a result, the factor that causes the star to move away from the black body
curve is the extinction e↵ect.

the Colour-Colour diagrams of output data have been shown in the figure 14.

Figure 14: Colour-Colour diagram of final output for M67

According to the concepts mentioned about the color-color diagram, we expect that most of the
stars belonging to a cluster are located on the black body curve, in addition, the stars outside the
curve have at least one of the following characteristics: 1) The stars are located at a further distance
or equally have less Parallax. 2) The stars should be located in the dense area of the cluster or in
other words close to the center of the cluster.

so we plot the coordinates Right Ascension and Declination to see the position of the stars being
out of black-body curve, also calculate the average Parallax of them to see if they’re at a further
distance or not.

Figure 15: the pink points: points out of the black-body curve, the blue points: points on the black-
body curve

as it can be seen, the stars being out of the black-body curve are in the dense areas or close to the
center of cluster, moreover, they have less Parallax or equally are at a further distance. so it makes
sense that the stars have more extinction and so be out of black-body curve.
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Figure 14: Colour-Colour Diagram of Final Output for M67

According to the concepts mentioned about the color-color 
diagram, we expect that most of the stars belonging to a cluster 
are located on the black body curve, in addition, the stars outside 
the curve have at least one of the following characteristics: 1) The 
stars are located at a further distance or equally have less Parallax. 
2) The stars should be located in the dense area of the cluster or in 
other words close to the center of the cluster.

So, we plot the coordinates Right Ascension and Declination to 
see the position of the stars being out of black-body curve, also 
calculate the average Parallax of them to see if they’re at a further 
distance or not.
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Also, due to Rayleigh scattering, which is proportional to 1
4 , the extinction of the star is greater

at smaller wavelengths. As a result, the factor that causes the star to move away from the black body
curve is the extinction e↵ect.

the Colour-Colour diagrams of output data have been shown in the figure 14.

Figure 14: Colour-Colour diagram of final output for M67

According to the concepts mentioned about the color-color diagram, we expect that most of the
stars belonging to a cluster are located on the black body curve, in addition, the stars outside the
curve have at least one of the following characteristics: 1) The stars are located at a further distance
or equally have less Parallax. 2) The stars should be located in the dense area of the cluster or in
other words close to the center of the cluster.

so we plot the coordinates Right Ascension and Declination to see the position of the stars being
out of black-body curve, also calculate the average Parallax of them to see if they’re at a further
distance or not.

Figure 15: the pink points: points out of the black-body curve, the blue points: points on the black-
body curve

as it can be seen, the stars being out of the black-body curve are in the dense areas or close to the
center of cluster, moreover, they have less Parallax or equally are at a further distance. so it makes
sense that the stars have more extinction and so be out of black-body curve.
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Figure 15: The Pink Points: Points Out of the Black-Body Curve, the Blue Points: Points on the Black- Body Curve

As it can be seen, the stars being out of the black-body curve are in the dense areas or close to the center of cluster, moreover, they have 
less Parallax or equally are at a further distance. So, it makes sense that the stars have more extinction and so be out of black-body curve.

Table 5: Comparison of Parallax of Stars on the Black-Body Curve Verses Out of Black-Body
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