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Abstract 
In the aftermath of catastrophic natural catastrophes such as earthquakes, tsunamis, and explosions, providing immediate help 
to key areas can mean the difference between life and death for many individuals. To meet this critical demand, we created a 
hybrid transportation system that harnesses the power of vgg19 and traditional shortest path algorithms. The objective was to 
create a real-time system that could address these issues and provide a novel viewpoint. The suggested approach can precisely 
anticipate damaged roads and steer clear of them when determining the shortest way between sites during emergencies or 
natural disasters by merging VGG19 with the shortest path algorithm. With the potential to save many lives, this creative strategy 
can assist emergency responders reach vital places swiftly and effectively while also saving important time and resources. The 
experimental study shows that the proposed model can achieve robust results. In fact, our solution achieves 98% accuracy rate 
and a 0.972 G-Mean score on the test set.
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1. Introduction and Motivation
Numerous domains, including autonomous cars, mobile robot 
groups, multi-robot systems, and intelligent robot design, have 
expressed interest in the integration of real-time convolutional 
neural networks (CNN) with shortest path methods. In order to 
perform real-time environment perception utilizing real sensor 
data, Jahromi et al. suggested a hybrid multi-sensor fusion 
architecture for perception in autonomous cars [1]. Likewise, 
Medvedev and associates employed neural networks to provide 
both the shortest and safest path planning algorithms when 
focusing on path planning for a group of drones [2]. Liao et al. 
presented a fuzzy ensemble technique with deep learning in 
the setting of multi-robot systems, integrating the shortest path 
quicker algorithm to promote agent information exchange [3]. 
Additionally, Chang et al. combined neural networks, path 
planning, fuzzy theory, and image processing to create an outdoor 
patrol robot [4]. They then used the Dijkstra and Ant algorithms 
to determine the shortest paths for their patrol jobs. The research 
of Rajamohana et al. shows that hybrid systems are not just used 
in robotics on the combined use of CNN and Bidirectional Long 
Short Term Memory (BiLSTM) for driver sleepiness detection [5]. 

Furthermore, Tang et al. surpassed the conventional SA algorithm, 
Hopfield neural network, and genetic algorithm in generating the 
shortest path by the development of an enhanced hybrid algorithm 
that combines the two techniques for path optimization [6]. 
Furthermore, Lee et al. presented a lightweight UNet architecture 
that integrates a route prediction algorithm with CNN for real-
time performance evaluation, enabling end-to-end learning of lane 
detection and path prediction in autonomous driving [7]. Singh 
and others highlighted the significance of real-time sensor data and 
evacuation path support in their hybrid architecture that used LoRa 
and Zigbee for real-time fire evacuation path implementation [8]. 
The significance of effective path planning and decision-making 
processes in dynamic environments is highlighted by the overall 
promising results of integrating real-time CNN with shortest path 
algorithms in hybrid systems, which have been applied to a variety 
of applications, from autonomous vehicles to fire evacuation 
systems.

In this work, the traditional shortest path method was combined 
with cutting-edge artificial intelligence algorithms, namely 
Convolutional Neural Networks (CNN), in an attempt to 



J Sen Net Data Comm, 2024 Volume 4 | Issue 2 | 2

overcome the shortcomings of previous approaches. The objective 
was to create a real-time system that could address these issues 
and provide a novel viewpoint. The suggested approach can 
precisely anticipate damaged roads and steer clear of them when 
determining the shortest way between sites during emergencies 
or natural disasters by merging CNN with the shortest path 
algorithm. With the potential to save many lives, this creative 
strategy can assist emergency responders reach vital places 
swiftly and effectively while also saving important time and 
resources. Due to its ability to speed up emergency action, the 
automatic identification of roadways rendered unusable by natural 
catastrophes might potentially save countless lives. In order to 
accomplish this goal, we used the Convolutional Neural Network 
(CNN) technique in this study to automatically identify roadways 
that have become unsuitable for whatever reason. Afterwards, a 
real-time CNN-integrated shortest route method was created by 
combining this approach with the shortest path algorithm, which 
finds the shortest distance between two sites. The core idea of 
the proposed framework, which is depicted in Figure 1, is to use 
CNN to forecast damaged roads and then steer clear of them while 
utilizing the shortest path algorithm to discover the shortest route 
between two places. This strategy has the potential to save many 
lives by significantly increasing the effectiveness and speed of 
emergency response operations during natural catastrophes. The 
basic idea behind the suggested hybrid system is to assess road 
conditions after natural disasters, such earthquakes, by deploying 
unmanned aerial vehicles or already-existing CCTV camera 
systems. The shortest path algorithm adjusts in real-time based 
on these evaluations, enabling emergency personnel to promptly 
adjust to last-minute route changes and hasten their arrival at vital 
sites.

Figure 1: The Core Idea of the Proposed Framework

The rest of this paper is organized as follows. Section 2 presents 
Preliminary Concepts. Section 3 describes the Literature review. 
Section 4 presents our approach. Section 5 presents Dataset 
Description. Section 6 Evaluation and Discussion. Section 7 
outlines conclusions and future lines of work.

2. Preliminary Concepts
In order to find the shortest route, a hybrid system that combines 
the convolutional neural network (CNN) and shortest path method 
has been presented for real-time applications in this study. In order 
to offer a more thorough comprehension of this system’s operation, 
the ensuing subsections expound on the employed approaches and 
dataset.

2.1. Convolutional Neural Network (CNN)
A CNN is one type of neural network that has the ability to 
automatically identify and categorize the distinct features of the 
neural network. This deep learning method applies learnable 
weights and biases to its features by using a feedforward network, 
which implies that it receives an input. The final output is 
generated by the non-linear activation function of each neuron in 
this artificial neural network. Several nearby linked neurons come 
together to create a kernel, also known as a weight matrix. Each 
of the several kernels that make up a ”convolution layer” (CONV) 
generates an output. Convolution operations are performed by the 
CONV layer as it scans an input. It does this by utilizing its many 
hyper-parameters, which can affect how well a model trains and 
are pre-set prior to the learning process. These hyper-parameters 
include the stride, which defines the number of pixels by which 
the window moves following each operation, and the filter size, 
which denotes the size of a filter that is applied during the process. 
The resulting output is a feature map, often known as an activation 
map. The pooling layer (POOL), a down sampling technique that 
gathers the maximum and average values of a specific region while 
implementing some spatial invariance, is the next processing step 
in the chain. After obtaining these values, the network moves on to 
the fully connected layer (FC), where each neuron is connected to 
every input. An image vector with a set of contained characteristics 
is a typical CNN input. After passing through each of these stages, 
the image vector produces a probabilistic approximation that is 
capable of identifying the target image. This method’s main 
advantage over other classification methods is that it requires a lot 
less preprocessing on a traditional CNN. The CNN organizational 
chart is displayed in Figure 2.

Figure 2: The Structure of a CNN

2.2. Transfer Learning
Machine learning has shown successful in several sectors, yet 
most models specialize at a specific task. When faced with a new 
assignment, retraining the model and gathering sufficient data 
may prove difficult. As a result, transfer learning is a popular 
method for achieving high-quality results in such instances. 
Transfer learning aims to apply information from one domain 
to another [9]. To demonstrate this method, take the following 
example: Two individuals want to learn how to play the piano. 
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Individuals with prior guitar experience may find it easier to learn 
piano [10]. This demonstrates how information from one domain 
may be used to another. Transfer learning, which applies a model 
learned on large datasets to smaller ones, is highly effective and 
offers several benefits [11]. The analysis favors transfer learning 
due to insufficient data samples. The goal is to improve results 
with minimal data by leveraging transfer learning’s benefits 
instead of training from scratch. Using a pre-trained network with 
optimum weights for deep learning in limited datasets is a frequent 
and efficient practice. Numerous pre-trained CNN architectures 
are available in the literature, including AlexNet, VGG16, 
InceptionV3, and ResNet50 [12-15]. These architectures were 
trained using sizable data sets, such as ImageNet, and they yield 
state-of-the-art performance for computer vision applications [16]. 
Using such networks, which have been trained on large amounts of 
data, has the main advantage that they have already learned hidden 
patterns of images from many categories. As an example, the 
ImageNet database has 5247 categories and 3.2 million photos. As 
a result, the acquired information can be easily applied to images 
of different categories in a different area.

1. VGG-19 Model: Simonyan and Zisserman from Oxford 
University created the VGG19 model, a 19-layer CNN (3 fully 
linked, 16 convolution) that only employed 3 * 3 filters along 
pad and stride of 1 and 2 * 2 layers max pooling along stride 2. 
In contrast to AlexNet, VGG19 (as seen in Figure 3) is a more 
sophisticated CNN with more layers. Little 3 * 3 filters are utilized 
in each convolutional layer of these deep networks to reduce the 
number of parameters, and they are highly effective with an error 
rate of 7.3%. Even though this model did not win the ILSVRC 
2014, the VGG Net is one of the most influential publications since 
it supported the notion that CNNs will eventually acquire a deep 
network of layers.

Figure 3: The Architecture Network of VGG-19 Model [17]

2.3. Shortest Path Algorithm
In many different domains, including transportation, communi-
cation, and route planning, where figuring out the shortest path 
between a starting point and a destination might be crucial for 
optimizing advantages, the shortest path technique is frequently 
applied (see Figure 4). Graph theory forms the basis of the math-
ematical model for the shortest path, which is used in situations 
where minimizing the distance between two nodes that represent 
the possible paths is the goal. An integer linear programming prob-

lem can be used to express this model. We can create an optimiza-
tion problem to discover the shortest path given a directed network 
with weights, a source (s), and a goal (w) V.

Subject to:

where xi,j refers to the edge in the network, if it is in the shortest 
path, it takes one otherwise it takes zero, and w i,j is the weight for 
the corresponding edge.

Figure 4: Shortest Path Algorithm
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findings [18]. Comparably, Warnecke et al. highlight the advantag-
es of merging several sensor systems for enhanced performance 
by emphasizing the use of multimodal signal fusion for reliable 
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gies has also been studied. In order to increase accuracy, a hybrid 
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the distance between two nodes that represent the possible
paths is the goal. An integer linear programming problem
can be used to express this model. We can create an

optimization problem to discover the shortest path given a
directed network with weights, a source (s), and a goal (w) V.

min
∑
u,v

xuvwuw (1)

Subject to:
∑
u

xsu −
∑
v

xvs = 1 (2)

∑
u

xvt −
∑
u

xtu = 1 (3)

∑
q

xpq −
∑
r

xrp = 0, for∀ ∈ V − {s, t} (4)

x = 0or1 (5)

where xi,j refers to the edge in the network, if it is in the
shortest path, it takes one otherwise it takes zero, and w i,j is
the weight for the corresponding edge.

Fig. 4. Shortest Path Algorithm

III. LITERATURE REVIEW

The incorporation of artificial intelligence methodologies
into diverse domains has resulted in noteworthy progres-
sions concerning prognostication and adjudication procedures.
In their discussion of artificial neural networks and fuzzy
graphoidal covering numbers for cancer diagnosis, Bhat-
tacharya et al. [18] emphasize the significance of integrating
several approaches to provide reliable findings. Comparably,
Warnecke et al. [19] highlight the advantages of merging
several sensor systems for enhanced performance by em-
phasizing the use of multimodal signal fusion for reliable
in-vehicle heartbeat detection. Zhang et al. [20] present a
hardware acceleration design strategy based on SDSoC for
processing efficiency in the field of real-time object classifica-
tion.The importance of optimization techniques in improving
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strategy combining Convolutional Neural Networks (CNN) and 
Long Short-Term Memory (LSTM) for histopathological categori-
zation is presented in medical image analysis utilizing deep learn-
ing algorithms [22]. This technique highlights the advantages of 
integrating several neural network models. The use of CNN and 
LSTM in building a deep learning hybrid model for predicting air-
craft trajectories is also covered in Aircraft Trajectory Prediction 
and Aviation Safety in ADSB Failure, emphasizing the benefits 
of combining spatial and temporal variables for precise predic-
tions. Overall, the assessment of the literature shows that there is a 
growing trend in real-time processing and prediction tasks across 
multiple domains to combine different approaches, like neural net-
works and optimization strategies. Neural network integration is 
one area where artificial intelligence approaches show promise for 
enhancing complex system prediction accuracy and decision-mak-
ing processes. According to this viewpoint, the study’s objective 
is to use the VGG19 algorithm to categorize damaged routes that 
are no longer functional. The traditional shortest path technique is 
then used with this model to optimize the shortest path in real-time 
based on the VGG19 forecast. The objective of this methodology 
is to suggest a practical resolution for transportation networks that 
can function effectively in the aftermath of an unforeseen calamity.

4. Our Proposed Approach
Setting a new route to a destination without time constraints is 
simple. For example, a logistics company can evaluate road condi-
tions a day in advance and select the best route to avoid any road 
closures. However, in other circumstances, there may be a very 
short period of time to find an alternative path. In these situations, 
a new approach to reconstructing the model that finds the shortest 
path must be devised. For instance, a powerful earthquake may 
destroy the roads leading to important locations, causing traffic to 
stop. Rescue crews in these situations must act fast to find an al-
ternate route to the impacted locations. They can reach the crucial 
spots more quickly and avoid any potential delays if this procedure 
moves more quickly. By using this method, we have integrated the 
shortest path algorithm with image processing. A real-time, AI-
based camera system recognizes any damage on the road in the 
event of an earthquake that renders a roadway leading to a vital 
spot impassable. The problem is then classified and an estimate of 
whether the path is closed (1) or undamaged (0) is made using the 
VGG19 algorithms previously discussed. A basic sequence dia-
gram representing the relationship in real-time between the short-
est path method and VGG19 in a hybrid system is shown in Figure 
5: In this diagram:

Figure 5: The Relationship in Real-Time between the Shortest 
Path Method and VGG19 in a Hybrid System

• The real-time VGG19 receives input data, such as images or sen-
sor readings.
• The VGG19 processes the data and generates a prediction or out-
put.
• The prediction is passed to the shortest path algorithm, which 
makes decisions based on this output.
• The shortest path algorithm optimizes a path or decision based on 
the VGG19’s output.
• Finally, the optimized path or decision is returned for implemen-
tation or further action.

5. Dataset
In keeping with the purpose of this study, pictures of roads that 
were impassable because of natural disasters were collected, along 
with pictures of roads that did not provide a traffic hazard. Unex-
pected occurrences, like a natural disaster or accident, might cause 
even typically open highways to suddenly close. For example, 
heavy hurricanes or earthquake damage may render a frequently 
frequented street impassable, hindering the efforts of emergency 
personnel. These presumptions informed the collection of the data 
used in this investigation. When gathering the data, we made sure 
the roads were badly deteriorated to the point where it was im-
peding traffic. There were no pictures of roads with little fissures 
through which cars could still drive. There were 350 unique pho-
tos taken in all, 200 of which had damage and 150 of which were 
unharmed.

6. Evaluation and Discussion
A confusion matrix, which is a n × n matrix with n denoting the 
number of classes, is used to gauge how well the model performs 
on the classification task. Additionally, each entry in it displays 
the proportion of samples from class i that are allocated to class j. 
Table 1 shows that while CM is built for binary classes, it can be 
extended to many more.

   Table 1: The Confusion Matrix (CM)

real-time object categorization performance is highlighted by
this work. Moreover, the work of path planning algorithms
in the autonomous driving system highlights the usage of
Convolutional Neural Networks (CNN) for real-time object
tracking [21], highlighting the efficiency of neural networks
in processing visual data for navigational reasons. In the
literature, combining various neural network topologies has
also been studied. In order to increase accuracy, a hybrid
strategy combining Convolutional Neural Networks (CNN)
and Long Short-Term Memory (LSTM) for histopathological
categorization is presented in medical image analysis utilizing
deep learning algorithms [22]. This technique highlights the
advantages of integrating several neural network models. The
use of CNN and LSTM in building a deep learning hybrid
model for predicting aircraft trajectories is also covered in
Aircraft Trajectory Prediction and Aviation Safety in ADS-
B Failure, emphasizing the benefits of combining spatial
and temporal variables for precise predictions. Overall, the
assessment of the literature shows that there is a growing trend
in real-time processing and prediction tasks across multiple
domains to combine different approaches, like neural networks
and optimization strategies. Neural network integration is one
area where artificial intelligence approaches show promise for
enhancing complex system prediction accuracy and decision-
making processes. According to this viewpoint, the study’s ob-
jective is to use the VGG19 algorithm to categorize damaged
routes that are no longer functional. The traditional shortest
path technique is then used with this model to optimize the
shortest path in real-time based on the VGG19 forecast. The
objective of this methodology is to suggest a practical resolu-
tion for transportation networks that can function effectively
in the aftermath of an unforeseen calamity.

IV. OUR PROPOSED APPROACH

Setting a new route to a destination without time constraints
is simple. For example, a logistics company can evaluate road
conditions a day in advance and select the best route to avoid
any road closures. However, in other circumstances, there
may be a very short period of time to find an alternative
path. In these situations, a new approach to reconstructing
the model that finds the shortest path must be devised. For
instance, a powerful earthquake may destroy the roads leading
to important locations, causing traffic to stop. Rescue crews
in these situations must act fast to find an alternate route to
the impacted locations. They can reach the crucial spots more
quickly and avoid any potential delays if this procedure moves
more quickly. By using this method, we have integrated the
shortest path algorithm with image processing. A real-time,
AI-based camera system recognizes any damage on the road
in the event of an earthquake that renders a roadway leading
to a vital spot impassable. The problem is then classified and
an estimate of whether the path is closed (1) or undamaged (0)
is made using the VGG19 algorithms previously discussed. A
basic sequence diagram representing the relationship in real-
time between the shortest path method and VGG19 in a hybrid
system is shown in Figure 5: In this diagram:

Fig. 5. The relationship in real-time between the shortest path method and
VGG19 in a hybrid system

- The real-time VGG19 receives input data, such as images or
sensor readings.
- The VGG19 processes the data and generates a prediction
or output.
- The prediction is passed to the shortest path algorithm, which
makes decisions based on this output.
- The shortest path algorithm optimizes a path or decision
based on the VGG19’s output.
- Finally, the optimized path or decision is returned for
implementation or further action.

V. DATASET

In keeping with the purpose of this study, pictures of
roads that were impassable because of natural disasters were
collected, along with pictures of roads that did not provide a
traffic hazard. Unexpected occurrences, like a natural disaster
or accident, might cause even typically open highways to
suddenly close. For example, heavy hurricanes or earthquake
damage may render a frequently frequented street impass-
able, hindering the efforts of emergency personnel. These
presumptions informed the collection of the data used in this
investigation. When gathering the data, we made sure the roads
were badly deteriorated to the point where it was impeding
traffic. There were no pictures of roads with little fissures
through which cars could still drive. There were 350 unique
photos taken in all, 200 of which had damage and 150 of
which were unharmed.

VI. EVALUATION AND DISCUSSION

A confusion matrix, which is a n × n matrix with n denoting
the number of classes, is used to gauge how well the model
performs on the classification task. Additionally, each entry
in it displays the proportion of samples from class i that are
allocated to class j. Table 1 shows that while CM is built for
binary classes, it can be extended to many more.

TABLE I
THE CONFUSION MATRIX (CM)

Class pos Class neg
Actual Class pos True Positive (T P) False Positive (FP)

Class neg False Negative (FN) True Negative(TN)

In Table 1, true positive (TP) denotes the amount of
classpos data predicted that actually belongs to classpos, true
negative (TN) denotes the amount of classneg data predicted
that actually belongs to classneg, false positive (FP) denotes
data predicted as classneg but actually belongs to classpos,
and false negative (TN) denotes data predicted as classneg
but actually belongs to classpos. We have also computed
another evaluation metric utilizing the confusion matrix,
which is dependent on the parameters of the confusion
matrix. The three evaluation measures are mean, sensitivity,
and specificity. In Equations 6, 7, and 8, their formulation is
displayed.

Sensitivty =
TP

TP + FN
(6)

Specificity =
TN

TN + FP
(7)

GMean =
√
Sensitivty ∗ Specificity (8)

We provide a thorough examination of the CNN models
that we chose in this section. The dataset we gathered was
divided into three sets, as was previously indicated: 70% was
used for training, 15% was used for testing, and 15% was
used for validation. In order to make sure the selected models
were not trainable, we also fixed every layer—aside from the
output layer—and modified the output layer to match our
dataset. There were two categories assigned to the training
dataset: ”closed road” and ”open road.” The goal of providing
a thorough study of the CNN methods’ classification results
is to assess their effectiveness in light of the predetermined
standards, as this is essential to the hybrid strategy’s effective
execution. This section presents the results of computing the
accuracy and other pertinent metrics for each approach using
the test and development datasets. These analyses help us
decide which CNN techniques to employ in the suggested
system by shedding light on how well they work for the
particular classification task at hand. Figure 6 presents VGG-
19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.
One of the most important measures of a model’s efficacy in
machine learning is how well it performs on the test set. The
performance of our technique on the test set, which consists
of data that has never been seen before. Stated differently,
this table shows the performance of the trained model on
fresh datasets. As was previously indicated, the trained model
was assessed on a test set of 30 distinct photographs, 13 of

Fig. 6. VGG-19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.

which had blocked roads and 17 of which had open roads,
at a rate of 5%. Table 2 shows that the model performs
remarkably well in terms of accuracy and loss values on the
test set. In addition, the model showed excellent performance
in various evaluation measures based on the estimated values
in the test set. As shown in Table 3, the model’s sensitivity,
specificity, and G-Mean values were, respectively, 0.942, 1,
and 0.9720. The model can correctly categorize data that
belong to both classes, as evidenced by the high G-Mean
score. Moreover, getting this score from the test set improves
the model’s dependability. The remarkable functionality of
the model is critical to the effective operation of the hybrid
system. Given that it is a crucial component needed to apply
the updated shortest path algorithm previously stated, the
high G-Mean score is very notable. Given the high G-Mean
score and the model’s correct predictions, it appears that the
hybrid system can function quite accurately. We compare our

TABLE II
PERFORMANCE OF MODEL IN TEST SET

Loss and Accuracy Evaluation Performance
Test Loss 0.074
Test Accuracy 0.980

TABLE III
PERFORMANCE OF MODEL IN TERMS OF SENSITIVITY, SPECIFICITY, AND

G-MEAN

Evaluation Metrics Performance
Sensitivity 0.942
Specificity 1
G-Mean 0.972

approach here with several works that are worked on maching
learning: Table 4 details the comparison of our best results
with those obtained by other works in the literature. Figure
7 presents an accuracy comparison between the proposed
model and other benchmark models, demonstrating that our
model’s accuracy is higher than the other models’. Table 4
presents an accuracy comparison between the proposed model
and other models from the literature. It is evident from this
comparison that the suggested model performs better than its
peers, achieving an accuracy of 98%. Although more research
is needed to compare our findings with those of the literature,
the overall outcomes demonstrate the value of using our model
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In Table 1, true positive (TP) denotes the amount of classpos data 
predicted that actually belongs to classpos, true negative (TN) de-
notes the amount of classneg data predicted that actually belongs 
to classneg, false positive (FP) denotes data predicted as classneg 
but actually belongs to classpos, and false negative (TN) denotes 
data predicted as classneg but actually belongs to classpos. We 
have also computed another evaluation metric utilizing the confu-
sion matrix, which is dependent on the parameters of the confusion 
matrix. The three evaluation measures are mean, sensitivity, and 
specificity. In Equations 6, 7, and 8, their formulation is displayed.

We provide a thorough examination of the CNN models that we 
chose in this section. The dataset we gathered was divided into 
three sets, as was previously indicated: 70% was used for train-
ing, 15% was used for testing, and 15% was used for validation. 
In order to make sure the selected models were not trainable, we 
also fixed every layer—aside from the output layer—and modified 
the output layer to match our dataset. There were two categories 
assigned to the training dataset: ”closed road” and ”open road.” 
The goal of providing a thorough study of the CNN methods’ clas-
sification results is to assess their effectiveness in light of the pre-
determined standards, as this is essential to the hybrid strategy’s 
effective execution. This section presents the results of computing 
the accuracy and other pertinent metrics for each approach using 
the test and development datasets. These analyses help us decide 
which CNN techniques to employ in the suggested system by 
shedding light on how well they work for the particular classifica-
tion task at hand. Figure 6 presents VGG19 evaluation metrics, (a) 
training and validation loss, (b) confusion matrix, and (c) training 
and validation accuracy. One of the most important measures of 
a model’s efficacy in machine learning is how well it performs 
on the test set. The performance of our technique on the test set, 
which consists of data that has never been seen before. Stated dif-
ferently, this table shows the performance of the trained model on 
fresh datasets. As was previously indicated, the trained model was 
assessed on a test set of 30 distinct photographs, 13 of which had 
blocked roads and 17 of which had open roads, at a rate of 5%.

Figure 6: VGG-19 Evaluation Metrics, (a) Training and Vali-
dation Loss, (b) Confusion Matrix, and (c) Training and Vali-
dation Accuracy

Table 2 shows that the model performs remarkably well in terms 
of accuracy and loss values on the test set. In addition, the model 
showed excellent performance in various evaluation measures 
based on the estimated values in the test set. As shown in Table 
3, the model’s sensitivity, specificity, and G-Mean values were, 
respectively, 0.942, 1, and 0.9720. The model can correctly 
categorize data that belong to both classes, as evidenced by the 
high G-Mean score. Moreover, getting this score from the test set 
improves the model’s dependability. The remarkable functionality 
of the model is critical to the effective operation of the hybrid 
system. Given that it is a crucial component needed to apply 
the updated shortest path algorithm previously stated, the high 
G-Mean score is very notable. Given the high G-Mean score and 
the model’s correct predictions, it appears that the hybrid system 
can function quite accurately.

Table 2: Performance of Model in Test Set

Table 3: Performance of Model in Terms of Sensitivity, Speci-
ficity, and G-Mean

We compare our approach here with several works that are worked 
on machine learning: Table 4 details the comparison of our best 
results with those obtained by other works in the literature. Figure 
7 presents an accuracy comparison between the proposed model 
and other benchmark models, demonstrating that our model’s 
accuracy is higher than the other models’. Table 4 presents an 
accuracy comparison between the proposed model and other 
models from the literature. It is evident from this comparison that 
the suggested model performs better than its peers, achieving an 
accuracy of 98%. Although more research is needed to compare 
our findings with those of the literature, the overall outcomes 
demonstrate the value of using our model to identify the optimal 
route. By using these techniques, one can maintain the results with 
those of other comparable works while somewhat reducing the 
performance gained.

Table 4: Comparison with other works available in the liter-
ature

TABLE I
THE CONFUSION MATRIX (CM)

Class pos Class neg
Actual Class pos True Positive (T P) False Positive (FP)

Class neg False Negative (FN) True Negative(TN)

In Table 1, true positive (TP) denotes the amount of
classpos data predicted that actually belongs to classpos, true
negative (TN) denotes the amount of classneg data predicted
that actually belongs to classneg, false positive (FP) denotes
data predicted as classneg but actually belongs to classpos,
and false negative (TN) denotes data predicted as classneg
but actually belongs to classpos. We have also computed
another evaluation metric utilizing the confusion matrix,
which is dependent on the parameters of the confusion
matrix. The three evaluation measures are mean, sensitivity,
and specificity. In Equations 6, 7, and 8, their formulation is
displayed.

Sensitivty =
TP

TP + FN
(6)

Specificity =
TN

TN + FP
(7)

GMean =
√
Sensitivty ∗ Specificity (8)

We provide a thorough examination of the CNN models
that we chose in this section. The dataset we gathered was
divided into three sets, as was previously indicated: 70% was
used for training, 15% was used for testing, and 15% was
used for validation. In order to make sure the selected models
were not trainable, we also fixed every layer—aside from the
output layer—and modified the output layer to match our
dataset. There were two categories assigned to the training
dataset: ”closed road” and ”open road.” The goal of providing
a thorough study of the CNN methods’ classification results
is to assess their effectiveness in light of the predetermined
standards, as this is essential to the hybrid strategy’s effective
execution. This section presents the results of computing the
accuracy and other pertinent metrics for each approach using
the test and development datasets. These analyses help us
decide which CNN techniques to employ in the suggested
system by shedding light on how well they work for the
particular classification task at hand. Figure 6 presents VGG-
19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.
One of the most important measures of a model’s efficacy in
machine learning is how well it performs on the test set. The
performance of our technique on the test set, which consists
of data that has never been seen before. Stated differently,
this table shows the performance of the trained model on
fresh datasets. As was previously indicated, the trained model
was assessed on a test set of 30 distinct photographs, 13 of

Fig. 6. VGG-19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.

which had blocked roads and 17 of which had open roads,
at a rate of 5%. Table 2 shows that the model performs
remarkably well in terms of accuracy and loss values on the
test set. In addition, the model showed excellent performance
in various evaluation measures based on the estimated values
in the test set. As shown in Table 3, the model’s sensitivity,
specificity, and G-Mean values were, respectively, 0.942, 1,
and 0.9720. The model can correctly categorize data that
belong to both classes, as evidenced by the high G-Mean
score. Moreover, getting this score from the test set improves
the model’s dependability. The remarkable functionality of
the model is critical to the effective operation of the hybrid
system. Given that it is a crucial component needed to apply
the updated shortest path algorithm previously stated, the
high G-Mean score is very notable. Given the high G-Mean
score and the model’s correct predictions, it appears that the
hybrid system can function quite accurately. We compare our

TABLE II
PERFORMANCE OF MODEL IN TEST SET

Loss and Accuracy Evaluation Performance
Test Loss 0.074
Test Accuracy 0.980

TABLE III
PERFORMANCE OF MODEL IN TERMS OF SENSITIVITY, SPECIFICITY, AND

G-MEAN

Evaluation Metrics Performance
Sensitivity 0.942
Specificity 1
G-Mean 0.972

approach here with several works that are worked on maching
learning: Table 4 details the comparison of our best results
with those obtained by other works in the literature. Figure
7 presents an accuracy comparison between the proposed
model and other benchmark models, demonstrating that our
model’s accuracy is higher than the other models’. Table 4
presents an accuracy comparison between the proposed model
and other models from the literature. It is evident from this
comparison that the suggested model performs better than its
peers, achieving an accuracy of 98%. Although more research
is needed to compare our findings with those of the literature,
the overall outcomes demonstrate the value of using our model

TABLE I
THE CONFUSION MATRIX (CM)

Class pos Class neg
Actual Class pos True Positive (T P) False Positive (FP)

Class neg False Negative (FN) True Negative(TN)

In Table 1, true positive (TP) denotes the amount of
classpos data predicted that actually belongs to classpos, true
negative (TN) denotes the amount of classneg data predicted
that actually belongs to classneg, false positive (FP) denotes
data predicted as classneg but actually belongs to classpos,
and false negative (TN) denotes data predicted as classneg
but actually belongs to classpos. We have also computed
another evaluation metric utilizing the confusion matrix,
which is dependent on the parameters of the confusion
matrix. The three evaluation measures are mean, sensitivity,
and specificity. In Equations 6, 7, and 8, their formulation is
displayed.

Sensitivty =
TP

TP + FN
(6)

Specificity =
TN

TN + FP
(7)

GMean =
√
Sensitivty ∗ Specificity (8)

We provide a thorough examination of the CNN models
that we chose in this section. The dataset we gathered was
divided into three sets, as was previously indicated: 70% was
used for training, 15% was used for testing, and 15% was
used for validation. In order to make sure the selected models
were not trainable, we also fixed every layer—aside from the
output layer—and modified the output layer to match our
dataset. There were two categories assigned to the training
dataset: ”closed road” and ”open road.” The goal of providing
a thorough study of the CNN methods’ classification results
is to assess their effectiveness in light of the predetermined
standards, as this is essential to the hybrid strategy’s effective
execution. This section presents the results of computing the
accuracy and other pertinent metrics for each approach using
the test and development datasets. These analyses help us
decide which CNN techniques to employ in the suggested
system by shedding light on how well they work for the
particular classification task at hand. Figure 6 presents VGG-
19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.
One of the most important measures of a model’s efficacy in
machine learning is how well it performs on the test set. The
performance of our technique on the test set, which consists
of data that has never been seen before. Stated differently,
this table shows the performance of the trained model on
fresh datasets. As was previously indicated, the trained model
was assessed on a test set of 30 distinct photographs, 13 of

Fig. 6. VGG-19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.

which had blocked roads and 17 of which had open roads,
at a rate of 5%. Table 2 shows that the model performs
remarkably well in terms of accuracy and loss values on the
test set. In addition, the model showed excellent performance
in various evaluation measures based on the estimated values
in the test set. As shown in Table 3, the model’s sensitivity,
specificity, and G-Mean values were, respectively, 0.942, 1,
and 0.9720. The model can correctly categorize data that
belong to both classes, as evidenced by the high G-Mean
score. Moreover, getting this score from the test set improves
the model’s dependability. The remarkable functionality of
the model is critical to the effective operation of the hybrid
system. Given that it is a crucial component needed to apply
the updated shortest path algorithm previously stated, the
high G-Mean score is very notable. Given the high G-Mean
score and the model’s correct predictions, it appears that the
hybrid system can function quite accurately. We compare our

TABLE II
PERFORMANCE OF MODEL IN TEST SET

Loss and Accuracy Evaluation Performance
Test Loss 0.074
Test Accuracy 0.980

TABLE III
PERFORMANCE OF MODEL IN TERMS OF SENSITIVITY, SPECIFICITY, AND

G-MEAN

Evaluation Metrics Performance
Sensitivity 0.942
Specificity 1
G-Mean 0.972

approach here with several works that are worked on maching
learning: Table 4 details the comparison of our best results
with those obtained by other works in the literature. Figure
7 presents an accuracy comparison between the proposed
model and other benchmark models, demonstrating that our
model’s accuracy is higher than the other models’. Table 4
presents an accuracy comparison between the proposed model
and other models from the literature. It is evident from this
comparison that the suggested model performs better than its
peers, achieving an accuracy of 98%. Although more research
is needed to compare our findings with those of the literature,
the overall outcomes demonstrate the value of using our model

TABLE I
THE CONFUSION MATRIX (CM)

Class pos Class neg
Actual Class pos True Positive (T P) False Positive (FP)

Class neg False Negative (FN) True Negative(TN)

In Table 1, true positive (TP) denotes the amount of
classpos data predicted that actually belongs to classpos, true
negative (TN) denotes the amount of classneg data predicted
that actually belongs to classneg, false positive (FP) denotes
data predicted as classneg but actually belongs to classpos,
and false negative (TN) denotes data predicted as classneg
but actually belongs to classpos. We have also computed
another evaluation metric utilizing the confusion matrix,
which is dependent on the parameters of the confusion
matrix. The three evaluation measures are mean, sensitivity,
and specificity. In Equations 6, 7, and 8, their formulation is
displayed.

Sensitivty =
TP

TP + FN
(6)

Specificity =
TN

TN + FP
(7)

GMean =
√
Sensitivty ∗ Specificity (8)

We provide a thorough examination of the CNN models
that we chose in this section. The dataset we gathered was
divided into three sets, as was previously indicated: 70% was
used for training, 15% was used for testing, and 15% was
used for validation. In order to make sure the selected models
were not trainable, we also fixed every layer—aside from the
output layer—and modified the output layer to match our
dataset. There were two categories assigned to the training
dataset: ”closed road” and ”open road.” The goal of providing
a thorough study of the CNN methods’ classification results
is to assess their effectiveness in light of the predetermined
standards, as this is essential to the hybrid strategy’s effective
execution. This section presents the results of computing the
accuracy and other pertinent metrics for each approach using
the test and development datasets. These analyses help us
decide which CNN techniques to employ in the suggested
system by shedding light on how well they work for the
particular classification task at hand. Figure 6 presents VGG-
19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.
One of the most important measures of a model’s efficacy in
machine learning is how well it performs on the test set. The
performance of our technique on the test set, which consists
of data that has never been seen before. Stated differently,
this table shows the performance of the trained model on
fresh datasets. As was previously indicated, the trained model
was assessed on a test set of 30 distinct photographs, 13 of

Fig. 6. VGG-19 evaluation metrics, (a) training and validation loss, (b)
confusion matrix, and (c) training and validation accuracy.

which had blocked roads and 17 of which had open roads,
at a rate of 5%. Table 2 shows that the model performs
remarkably well in terms of accuracy and loss values on the
test set. In addition, the model showed excellent performance
in various evaluation measures based on the estimated values
in the test set. As shown in Table 3, the model’s sensitivity,
specificity, and G-Mean values were, respectively, 0.942, 1,
and 0.9720. The model can correctly categorize data that
belong to both classes, as evidenced by the high G-Mean
score. Moreover, getting this score from the test set improves
the model’s dependability. The remarkable functionality of
the model is critical to the effective operation of the hybrid
system. Given that it is a crucial component needed to apply
the updated shortest path algorithm previously stated, the
high G-Mean score is very notable. Given the high G-Mean
score and the model’s correct predictions, it appears that the
hybrid system can function quite accurately. We compare our

TABLE II
PERFORMANCE OF MODEL IN TEST SET

Loss and Accuracy Evaluation Performance
Test Loss 0.074
Test Accuracy 0.980

TABLE III
PERFORMANCE OF MODEL IN TERMS OF SENSITIVITY, SPECIFICITY, AND

G-MEAN

Evaluation Metrics Performance
Sensitivity 0.942
Specificity 1
G-Mean 0.972

approach here with several works that are worked on maching
learning: Table 4 details the comparison of our best results
with those obtained by other works in the literature. Figure
7 presents an accuracy comparison between the proposed
model and other benchmark models, demonstrating that our
model’s accuracy is higher than the other models’. Table 4
presents an accuracy comparison between the proposed model
and other models from the literature. It is evident from this
comparison that the suggested model performs better than its
peers, achieving an accuracy of 98%. Although more research
is needed to compare our findings with those of the literature,
the overall outcomes demonstrate the value of using our model

Loss and Accuracy Evaluation Performance

Test Loss 0.074

Test Accuracy 0.980

Evaluation Metrics Performance

Sensitivity 0.942

Specificity 1
G-Mean 0.972

Type ACC(%)
OUR MODEL 98
Vadim Struk [23] 95
Yu et al. [24] 94.85
Dominguez et al. [25] 84
Dia [26] 95
ATOS 2012 [27] 93
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Figure 7: Comparison with other works available in the liter-
ature

7. Conclusion
The objective of this research was to create a hybrid system that 
would provide prompt access to vital locations in the event of a 
natural disaster. Predicting a road’s usability and incorporating that 
prediction into the shortest path algorithm are the two main parts 
of this system. An image dataset comprising 350 pictures of both 
intact and damaged roads was gathered from multiple sources. 
Owing to the dataset’s low size, training was done using a pre-
trained VGG19 model. On the training, validation, and test sets, 
the model was able to obtain accuracy rates of 92%, 83%, and 
72%, respectively. Furthermore, as Table 3 illustrates, it produced 
extremely positive outcomes in terms of sensitivity, specificity, 
and G-mean evaluation criteria. A drawback of the existing system 
is its restricted data set, which was lessened by the use of transfer 
learning. The system’s objective is to optimize the shortest path 
algorithm in real-time. We think that this work could be used as 
a guide for the suggested system’s future development. After a 
natural disaster, putting this concept into practice could greatly 
speed up emergency response times and save lives [23-27].
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VII. CONCLUSION

The objective of this research was to create a hybrid
system that would provide prompt access to vital locations in
the event of a natural disaster. Predicting a road’s usability
and incorporating that prediction into the shortest path
algorithm are the two main parts of this system. An image
dataset comprising 350 pictures of both intact and damaged
roads was gathered from multiple sources. Owing to the
dataset’s low size, training was done using a pre-trained
VGG19 model. On the training, validation, and test sets,
the model was able to obtain accuracy rates of 92%, 83%,
and 72%, respectively. Furthermore, as Table 3 illustrates, it
produced extremely positive outcomes in terms of sensitivity,
specificity, and G-mean evaluation criteria. A drawback of the
existing system is its restricted data set, which was lessened
by the use of transfer learning. The system’s objective is to
optimize the shortest path algorithm in real-time. We think
that this work could be used as a guide for the suggested
system’s future development. After a natural disaster, putting
this concept into practice could greatly speed up emergency
response times and save lives.
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