
J Invest Bank Finance, 2025 Volume 3 | Issue 1 | 1

Leveraging Machine Learning Techniques to Study The Stock Market Dynamics 
in India 

Research Article

Prokarsha Kumar Ghosh*
*Corresponding Author
Prokarsha Kumar Ghosh, Actuarial Science, Institute of Actuaries of India, India.

Submitted: 2025, Feb 07; Accepted: 2025, Feb 28; Published: 2025, Mar 10

Citation: Ghosh, P. K. (2025). Leveraging Machine Learning Techniques to Study The Stock Market Dynamics in India. J 
Invest Bank Finance, 3(1), 01-07.

Actuarial Science, Institute of Actuaries of India, India

Abstract
This abstract explores the application of time series analysis, machine learning, and deep learning methods in forecasting long-term 
stock market trends in the Indian financial market. Even though short-term forecasting is challenging due to the complexities of the 
markets and the emotional factors it has involved, long-term trends become more predictable in data science techniques. Recent studies 
have been able to showcase that time series analysis happens to be an effective technique in recognizing patterns and predicting future 
movements based on historical data. One may also observe the inter-stock relationships and understand how those relate to market 
trends or potential investments. Ongoing advancements in statistical and analytical methods are driving significant progress in stock 
market analysis. As machine learning techniques keep improving, they will help make forecasting models better, giving investors and 
financial experts more useful information to make smarter decisions. These developments are poised to improve stock market prediction 
and offer crucial insights into market behaviour, benefiting stakeholders in the financial sector.
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1. Introduction 
Investing in stock markets is one of the greatest inventions and a 
major input on the global economy for years. Investing in the stock 
market and achieving high profits with low risks, investors are 
using many statistical techniques and many analytical approaches 
to make decisions in financial markets and it takes an increasingly 
pre-eminent place in the global economy for years. Predicting 
the stock market trend is a big challenge. Analysing the trend of 
the stock market price is one of the trickiest calculations. There 
are many theories regarding the stock markets that have been 
published for years. According to Yang et al., 2019, the analysis 
and prediction of the trend are important measurement tools to 
evaluate the risk in the stock market data, which is significant to 
investors in the market and government regulators [1]. Therefore, 
to analyse the risk in price valuation in the market and identify 
the level of resistance for buyers and sellers’ volatility modelling 
has been used. Volatility modelling is also used to detect price 
fluctuation in the financial market. In modern days there are many 
technological tools and new analytical methods are used to predict 
future stock prices.

This paper has discussed on volatility and complexity of Indian 
financial markets. Therefore, market risk prediction is highly 
complex for the global economy and not easy to avoid. Many 
experts and professionals in this market, consider S&P BSE Energy 
to be an inadequate representation of many wealthy companies 

in the Indian stock market which are compared to one of the 
largest broader in Indian stock markets such as the S&P Bankex. 
In the context of the Indian financial market S&P BSE Energy 
is designed to provide its investors with a benchmark reflecting 
companies included in the S&P BSE BANKEX that are classified 
as members. This paper reviews the association between two stock 
indices S&P BSE Energy and S&P BSE BANKEX. This means one 
unit price change in S&P BSE Energy how much affects S&P BSE 
BANKEX. A comparative analysis between the S&P BSE Energy 
Index and the S&P BSE All Cap Index was conducted using linear 
regression, ANOVA, ARIMA ARCH, GARCH and LSTM model. 
A strong positive correlation between the indices was identified 
through linear regression, indicating similar movements. 

ANOVA results showed no significant difference in returns, 
suggesting comparable volatility and returns. ARIMA models 
forecasted similar upward trends with typical market fluctuations 
for both indices. In conclusion, the analysis revealed similar 
patterns in returns and volatility, highlighting the energy sector's 
significant influence on overall market trends. ARCH model is used 
to analyse time-varying volatility in stock returns, while GARCH 
model used to extend analysed ARCH model by capturing volatility 
persistence. On the other hand, LSTM is used to identify complex, 
non-linear relationships between stocks, making them useful for 
forecasting and understanding dependencies in stock behaviour. 
Together, these models provide a comprehensive view of stock 
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dynamics. Therefore, in this case study, statistical analysed is used 
to observe the association between two stock indices in the context 
of the Indian financial market.

2. Literature Review 
Analysing the market trend and modelling the market volatility is 
one of the most important measurements to examine the trend of the 
market and calculate the risk in investing in the market. Therefore, 
forecasting the volatility of market data is more significant to its 
investors and the government regulatory authority. Many authors 
and researchers suggested that stock markets are a random walk 
and cannot be predicted. Many authors also suggested that stock 
price predicting is too difficult to find the behavioural pattern of 
the market. Analysing the trend is unpredictable in short term 
but there is a chance to predict the future outcome in the longer 
term. According to Bhowmick et al., 2020 analysing the stock 
market plays an important role in modern economic and financial 
activities for any country or region [2]. The uncertain risk in the 
stock market is one of the important measures to observe the 
impact on the volatility of stock index return.

According to Liu et al., 2021, empirical studies of prediction in 
volatility modelling of oil prices in the financial market, where 
the investors want to know economic evaluations of forecasting 
performance [3]. If volatility modelling in crude oil stock prices 
can predict the prices of other global stock variables whose price 
is based on a change in the prices of crude oil then the implications 
of oil volatility for financial markets are important for the global 
financial market. According to Nti et al., 2020, stock market 
prediction uses technical tools or fundamental analysis with the 
help of various statistical tools [4]. The stock market prices always 
vary from time to time may be daily or hourly for any company. 
Therefore, calculating the stock market price of any company 
can be determined with the help of proper analytical tools and 
techniques. 

According to Saha et al., 2022, stock market prediction is 
considered a major challenge in the financial market and it may 
lead to profits by taking proper strategy [5]. Therefore, the use 
of graph-based techniques to handle market volatility emerges as 
a straightforward approach. Individual stocks in the market are 
connected. Therefore, many investors analysed the stock market 
using graph-based methods to get accurate values to predict the 
stock market indices. 

According to Lu et al., 2023, the performances of stock markets are 
time varying; thus, it is necessary to incorporate Markov regime-
switching with the help of different time series analysis methods. 
  
3. Methodology 
Stock market analysis is done for deciphering economic trends, 
making informed decisions about investments, and tackling 
financial risks. It helps in reading the performance and health of 
the companies, sectors, as well as the economy. The data of S&P 
BSE BANKEX and S&P BSE Energy were provided by the S&P 
BSE website for analysing their relationship. In this study, S&P 

BSE Energy index was taken as an independent variable, whereas 
the S&P BSE BANKEX index was taken as a dependent variable. 
These two indices have been chosen for study with a view to 
understanding the influence of energy in the overall performance 
of the market place. 
 
First, the descriptive statistics were drawn to compute inference 
about the measures of central tendency, dispersion, and the 
pattern of distribution of data. Thus, the mean, median, standard 
deviation, skewness, and kurtosis have been computed for both the 
indices. Pearson moment correlations have been drawn to assess 
the linear relationship that exists between S&P BSE BANKEX 
and S&P BSE Energy indices. The correlation coefficient thus 
obtained has computed the strength and direction of association. 
Thereafter, the relationship between the indices was modelled 
using linear regression analysis. The S&P BSE BANKEX index 
was forecasted for the values of the S&P BSE Energy index. The 
regression equation, the coefficient of determination that is R², 
and regression coefficients were computed. Regression Model 
significance testing has been performed to validate if there exists 
an association between the indices; assuming the null hypothesis 
of no relationship exists between the indices. The obtained p-value 
was interpreted about the evidence of the null hypothesis; if it was 
less than 0.05, then the results were considered to be statistically 
significant. Here, ANOVA was used for comparing the means and 
corroborating the accuracy of the regression model. 

ARIMA is used to understand the nature of fitted data to obtain 
predictions of future values of the S&P BSE BANKEX index, 
which encompasses a rich variety of components, viz., trend and 
seasonality in data to yield more accurate predictions. Also, to be 
noted that parameters of the ARIMA model have been optimized. 
Diagnostic checks are also conducted to check the adequacy of 
the model. These results showed the predictions of the movements 
and directions in which the S&P BSE BANKEX index would 
move based on the S&P BSE Energy index. ARCH model has 
been used to analyse the volatility and time-varying variance in 
stock returns, helping to understand how volatility evolves over 
time. GARCH model is used to analyse the past volatility with 
over time, providing a more comprehensive approach to modelling 
volatility persistence and predicting future volatility. On the other 
hand, LSTM models are employed to capture complex, non-linear 
relationships between stocks by learning patterns from historical 
data, making them effective for forecasting price movements or 
identifying dependencies between stock returns. Together, these 
models help to analyse and predict stock behaviour from different 
perspectives—volatility, persistence, and non-linear dependencies. 

4. Results and Decisions 
This context will observe the descriptive statistics of the daily 
return of S&P BSE Energy and the daily return of S&P BSE 
BANKEX. All the data has been collected for the BSE website 
from 1st April 2016 to 31st January 2025. A total of 2192 days 
and data have been used. Descriptive statistics provides the basic 
information about the data which defines the whole dataset.  
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Table 2: Regression Analysis 
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This means there is a positive association exists between the two 
stock indices.  
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In this model, the value of Multiple R-square is 0.6291, therefore, 
there is 62.91% variation within the stock markets, and the value 
of adjusted R-square is 0.6283 the model is 62.83% wealthy for 
our regression test. In our regression analysis, observing values 
from Table -2, the calculated p-value is less than 2e-16 which is 

less than 0.05. Therefore, there is sufficient evidence to reject the 
null hypothesis, which leads to the decision that there is linearity 
exists between the two stocks. To confirm our hypothesis, the 
residuals of our regression equation, 
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The outputs in FIG 2 are displaying the plots of the residuals 
against the fitted values of the model. The residuals are the 
differences between the actual response values and the predicted 
values from the model. The fitted values are the predicted values 

of the response variable based on the predictors in the model. In 
FIG-2 the residuals are normally distributed with a mean of zero 
and constant variance. therefore, the model does fit the data. To 
confirm the hypothesis testing, the ANOVA test has been used,
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TABLE 3: ANOVA Table 

 Degrees of 

Freedom 

Sum of Square Mean Sum of 

Square 

F-value Pr(>|F) 

Daily Return 

Energy 

1 0.14270 0.142702 946.32 <2.2e-16 

Residuals 2188 0.32994 0.000151   

 

From the above TABLE 3, ANOVA modelling, the calculated p-value is less than 2.2e-16 

which is less than 0.05 (p-value). Therefore, there is sufficient evidence to reject the null 

hypothesis, and it concludes that there is linearity exists between S&P BSE Energy and S&P 

BSE BANKEX. Now, to forecasting taken stocks for a given period, and to determine future 

demand for in investing those stocks, ARIMA (0,0,0) model with zero means has been used. 

The selection of ARIMA (0,0,0) as the appropriate model for a particular time series data 

depends on the characteristics of the data such as seasonality, trends, and the presence of 

autocorrelation. 

In this context, ARIMA models are commonly used to predict the future price of the stock 

market based on previous prices of that stock market. ARIMA (0,0,0) with zero means gives a 

log-likelihood value of 6529.06, and an AIC value of -16056.12 therefore, the model is a better 

fit than other models and BIC value of -13050.43, therefore, the model has the largest modulus 

and preferred to be a fit model than others. 

TABLE 4: Training set error measure 

 ME RMSE MAE MPE MAPE MASE ACF1 

Training 

Set 

5.01288e-20 0.01227432 0.00870461 74.87319 253.1958 0.8649015 0.03082175 

 

From the Table-4, the calculated values of residuals of our ARIMA (0,0,0) with zero mean, the 

Ljung-Box test gives the p-value as 0.001467.  
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From the above TABLE 3, ANOVA modelling, the calculated 
p-value is less than 2.2e-16 which is less than 0.05 (p-value). 
Therefore, there is sufficient evidence to reject the null hypothesis, 
and it concludes that there is linearity exists between S&P BSE 
Energy and S&P BSE BANKEX. Now, to forecasting taken stocks 
for a given period, and to determine future demand for in investing 
those stocks, ARIMA (0,0,0) model with zero means has been 
used. The selection of ARIMA (0,0,0) as the appropriate model for 
a particular time series data depends on the characteristics of the 

data such as seasonality, trends, and the presence of autocorrelation. 

In this context, ARIMA models are commonly used to predict 
the future price of the stock market based on previous prices of 
that stock market. ARIMA (0,0,0) with zero means gives a log-
likelihood value of 6529.06, and an AIC value of -16056.12 
therefore, the model is a better fit than other models and BIC value 
of -13050.43, therefore, the model has the largest modulus and 
preferred to be a fit model than others. 

From the Table-4, the calculated values of residuals of our ARIMA (0,0,0) with zero mean, the Ljung-Box test gives the p-value as 
0.001467.  
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FIG 3: Residuals from ARIMA Model 

The plots of the residuals against the fitted values are shown in the output of FIG. 3. The 

discrepancies between the actual response values and the model's anticipated values are known 

as residuals. The response variable's fitted values are the values that are expected based on the 

model's predictors. The residuals in FIG. 3 have a normal distribution with a mean of 0 and 

constant variance. Therefore, based on the calculated p-value, it can be concluded that there is 

no significant evidence of autocorrelation in the time series at the given level of significance. 

Therefore, the findings lead to the decision that there is a positive association between S&P 

BSE Energy and S&P BSE BANKEX.  

Table 5: ARCH Model 

Mean model 

 Coefficient 𝝈𝝈 T Pr(>|t|) 95% C.I. 

Mean (𝝁𝝁) 9.9974e-02 2.407e-04 4.153e-02 0.967 [-4.618e-04 

,4.818e-04] 

Volatility model 

 Coefficient 𝝈𝝈 T Prp(>|t|) 95% C.I. 

𝝎𝝎 (constant) 8.9082e 5.757e-06 15.475 5.142e-54 [7.780e-05, 

1.004e-04] 

𝜶𝜶𝟏𝟏(ARCH 

coeff) 

0.3660 6.436e-02 5.687 1.291e08 [0.240, 0.492] 

The plots of the residuals against the fitted values are shown in the 
output of FIG. 3. The discrepancies between the actual response 
values and the model's anticipated values are known as residuals. 
The response variable's fitted values are the values that are 
expected based on the model's predictors. The residuals in FIG. 3 
have a normal distribution with a mean of 0 and constant variance. 

Therefore, based on the calculated p-value, it can be concluded 
that there is no significant evidence of autocorrelation in the time 
series at the given level of significance. Therefore, the findings 
lead to the decision that there is a positive association between 
S&P BSE Energy and S&P BSE BANKEX.  
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Figure 4: GARCH (1,1) Model

In Table-5, the ARCH model states the constant mean of BSE 
Bankex returns is nearly zero, suggesting that the average return 
is insignificant over the observed period. Whereas, the volatility 
model, shows a significant base level of volatility (𝜔), indicating 
inherent fluctuations in BSE Bankex returns. The key ARCH 
coefficient (𝛼1) is 0.3660, meaning past volatility has a moderate 

but notable effect on current volatility, with high volatility periods 
tending to persist. This result is statistically significant, highlighting 
the clustering nature of volatility. Therefore, this analysis illustrates 
how past volatility plays a crucial role in shaping current volatility 
in BSE Bankex. 

In the above Table-6 n this GARCH model, the average return of 
BSE Bankex is statistically different from zero, with a p-value of 
0.0078 for the mean coefficient (mu). There is strong evidence of 

volatility persistence, primarily driven by the significant GARCH 
coefficient (𝛽1), indicating that past volatility plays a significant 
role in predicting current volatility. 
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fluctuations. 
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Figure 5: LSTM Model

From the above figure, the residual plot indicates that the LSTM 
model is performing well, capturing the underlying patterns in 
the data with reasonable accuracy. Analysed LSTM model also 
indicates the residuals fluctuate around zero, suggesting that the 
model's predictions are generally accurate on average. However, 
the relatively small magnitude of the residuals which is ranging 
from approximately -0.04 to +0.04, implies that the model is 
effectively capturing the key patterns. 
  
5. Conclusion 
Predicting stock prices is a challenging and risky endeavour 
due to the complexity of financial markets and the influence of 
investor perceptions and emotions. Stock prices often rise as 
investors believe they will continue to do so, creating a self-
fulfilling prophecy. To navigate the stock market successfully, 
investors must exercise caution, conduct thorough analysis, and 
acknowledge its inherent unpredictability. Avoiding losses entirely 
is impossible, making it crucial to approach stock investment with 
a balanced understanding of the risks involved. This paper aimed to 
establish a meaningful relationship between S&P BSE Energy and 
S&P BSE BANKEX by employing an appropriate scaling method 
and examining the residual plot. The spikes in volatility observed 
in the residuals point to potential heteroscedasticity, indicating 
that while the LSTM model captures overall patterns, there may 
still be periods of non-constant variance in the data, which could 
be explored further using a GARCH model. By delving into the 
intricate dynamics of these stocks, researchers can contribute to 
the advancement of financial knowledge and enable investors to 
make more informed choices.  

The established linearity offers a solid foundation for future 
investigations, fostering a deeper understanding of the complex 
interplay between these two stocks in the dynamic financial market. 

Sometime volatility in the financial market indicates sharp price 
fluctuations, often driven by other factors such as market events, 
company news, sentiment shifts, or technical factors. Despite 
fluctuations, volatility reverts to a baseline level, typical of financial 
markets In conclusion, this study successfully demonstrated the 
existence of a significant positive association between S&P BSE 
Energy and S&P BSE BANKEX. The robust correlation opens up 
avenues for advanced analytical approaches, benefiting researchers 
and investors alike. Through these endeavours, the financial 
landscape can be better navigated, leading to more prudent 
investment strategies and risk management techniques [6-12].

Further Scope of The Research 
This paper consists of 992 days of data and forecasts them to find 
the association between two stock markets. Researchers can go for 
further statistical modelling by using various statistical tools and 
techniques. 

Limitations of The Study 
Analysing stock markets might be challenging but predicting the 
stock market is a foolish game for traders and investors for a shorter 
period. Predicting the stock market for a larger period may lead 
to profitability for investors. But it depends on Analysts to guess 
the proper strategy and use proper statistical tools to examine the 
nature and predict the future outcome. 
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